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Preface

have been practicing program evaluation over a few decades. My practice

has greatly benefited from conventional evaluation theories and approaches.
However, on many occasions, I have also experienced conventional evaluation
theories and approaches that do not work as well as they are supposed to. I
have been contemplating and working on how to expand them or develop
alternative theories and approaches that will better serve evaluation in the
future. I planned to discuss my experiences and lessons learned from these
efforts in the second edition of Practical Program Evaluation so that evalua-
tors, new or seasoned, would not only learn both traditional and cutting-edge
concepts but also have opportunities to participate in further advancing pro-
gram evaluation. However, this plan has frequently been stymied. One reason
is that the more I study the issues, the more complicated they become. I some-
times felt as though I was constantly banging my head against the proverbial
wall. Luckily, T found I was not the only person having these frustrations and
struggling with these problems. The following friends and colleagues have
provided timely encouragement and advice that have been crucial to my finish-
ing the book: Thomas Chapel, Amy DeGroff, Stewart Donaldson, Jennifer
Greene, Brian Lien, Lorine Spencer, Jonathan Morell, Craig Thomas, Nannette
Turner, and Jennifer Urban. I am indebted greatly to them for their support of
the project. I am also grateful for the valuable feedback from the following
reviewers: Darnell J. Bradley, Cardinal Stritch University; C. W. Cowles,
Central Michigan University; and Mario A. Rivera, University of New Mexico.
Any shortcomings of this book are entirely my own.

Furthermore, the book was also frequently disrupted by other, more press-
ing tasks. Helen Salmon, my SAGE editor, issued gentle ongoing reminders and
patiently checked on my progress every step of the way. Without her persistent
nudging, I would not have been able to meet the deadline. I also appreciate my
research assistants, Joanna Hill and Mauricia Barnett, for their help in prepar-
ing questions for reflection and the tables that appear in the book. With so
much time and effort spent, it is a great joy for me to see this book reach
fruition.



Special Features
of the Book

his book is about program evaluation in action, and to that end it does the
following:

1. Provides a comprebensive evaluation typology that facilitates the system-
atic identification of stakeholders’ needs and the selection of the evaluation
options best suited to meet those needs. Almost always, program evaluation is
initiated to meet the particular evaluation needs of a program’s stakeholders. If
a program evaluation is to be useful to those stakeholders, it is their expectations
that evaluators must keep in mind when designing the evaluation. The precise
communication and comprehension of stakeholder expectations is crucial; to
facilitate the communication process, this book presents a comprehensive evalu-
ation typology for the effective identification of evaluation needs. Within this
typology, the book provides a variety of evaluation approaches suitable across a
program’s life cycle—from program planning to initial implementation, mature
implementation, and outcome achievement—to enrich the evaluator’s toolbox.
Once the stakeholders’ expectations are identified, evaluators must select a strat-
egy for addressing each evaluation need. Many evaluation options are available.
The book discusses them, exploring the pros and cons of each and acknowledg-
ing that trade-offs sometimes must be made. Furthermore, it suggests practical
principles that can guide evaluators to make the best choices in the evaluation
situations they are likely to encounter.

2. Introduces both conventional and cutting-edge evaluation perspectives
and approaches. The core of program evaluation is its body of concepts, theo-
ries, and methods. It provides evaluators needed principles, strategies, and
tools for conducting evaluations. As will be demonstrated in the book, cutting-
edge evaluation approaches have been developed to further advance program
evaluation by thinking outside the proverbial box. Evaluators can do better
evaluations if they are familiar and competent with both conventional and
innovative evaluation perspectives and approaches. This book systematically
introduces the range of options and discusses the conditions under which they
can be fruitfully applied.

xvii
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Practical Program Evaluation

3. Puts each approach into action. Using illustrative examples from the
field, the book details the methods and procedures involved in using various
evaluation options. How does the program evaluator carry out an evaluation
so as to meet real evaluation needs? Here, practical approaches are discussed—
yet this book avoids becoming a “cookbook.” The principles and strategies of
evaluation that it presents are backed by theoretical justifications, which are
also explained. This context, it is hoped, fosters the latitude, knowledge, and
flexibility with which program evaluators can design suitable evaluation mod-
els for a particular evaluation project and better serve stakeholders’ needs.
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Introduction

he first three chapters of this book, which comprise Part I, provide general information

about the theoretical foundations and applications of program evaluation principles.
Basic ideas are introduced, and a conceptual framework is presented. The first chapter
explains the purpose of the book and discusses the nature, characteristics, and strategies
of program evaluation. In Chapter 2, program evaluators will find a systematic typology
of the various evaluation approaches one can choose among when faced with particular
evaluation needs. Chapter 3 introduces the concepts of logic models and program theory,
which underlie many of the guidelines found throughout the book.



@0s.,




CHAPTER 1

Fundamentals of
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he programs that evaluators can expect to assess have different names such as trea-

ment program, action program, or intervention program. These programs come from
different substantive areas, such as health promotion and care, education, criminal justice,
welfare, job training, community development, and poverty relief. Nevertheless, they all
have in common organized efforts to enhance human well-being—whether by preventing
disease, reducing poverty, reducing crime, or teaching knowledge and skills. For conve-
nience, programs and policies of any type are usually referred in this book as “intervention
programs” or simply “programs.” An intervention program intends to change individuals’
or groups’ knowledge, attitudes, or behaviors in a community or society. Sometimes, an
intervention program aims at changing the entire population of a community; this kind of
program is called a population-based intervention program.

THE NATURE OF INTERVENTION PROGRAMS
AND EVALUATION: A SYSTEMS VIEW

The terminology of systems theory (see, e.g., Bertalanffy, 1968; Ryan & Bohman, 1998)
provides a useful means of illustrating how an intervention program works as an open
system, as well as how program evaluation serves the program. In a general sense, as an
open system an intervention program consists of five components (input, transformation,
outputs, environment, and feedback), as illustrated in Figure 1.1.
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Figure 1.1 A Systems View of a Program

Environment

| Transformation < Output

Inputs. Inputs are resources the program takes in from the environment. They
may include funding, technology, equipment, facilities, personnel, and clients.
Inputs form and sustain a program, but they cannot work effectively without
systematic organization. Usually, a program requires an implementing organi-
zation that can secure and manage its inputs.

Transformation. A program converts inputs into outputs through transformation.
This process, which begins with the initial implementation of the treatment/inter-
vention prescribed by a program, can be described as the stage during which
implementers provide services to clients. For example, the implementation of a new
curriculum in a school may mean the process of teachers teaching students new
subject material in accordance with existing instructional rules and administrative
guidelines. Transformation also includes those sequential events necessary to
achieve desirable outputs. For example, to increase students’ math and reading
scores, an education program may need to first boost students’ motivation to learn.

Outputs. These are the results of transformation. One crucial output is the
attainment of the program’s goals, which justifies the existence of the program.
For example, an output of a treatment program directed at individuals who
engage in spousal abuse is the end of the abuse.

Environment. The environment consists of any factors that, despite lying out-
side a program’s boundaries, can nevertheless either foster or constrain that
program’s implementation. Such factors may include social norms, political
structures, the economy, funding agencies, interest groups, and concerned
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citizens. Because an intervention program is an open system, it depends on the
environment for its inputs: clients, personnel, money, and so on. Furthermore,
the continuation of a program often depends on how the general environment
reacts to program outputs. Are the outputs valuable? Are they acceptable? For
example, if the staff of a day care program is suspected of abusing children, the
environment would find that output unacceptable. Parents would immediately
remove their children from the program, law enforcement might press criminal
charges, and the community might boycott the day care center. Finally, the
effectiveness of an open system, such as an intervention program, is influenced
by external factors such as cultural norms and economic, social, and political
conditions. A contrasting system may be illustrative: In a biological system, the
use of a medicine to cure an illness is unlikely to be directly influenced by
external factors such as race, culture, social norms, or poverty.

Feedback. So that decision makers can maintain success and correct any prob-
lems, an open system requires information about inputs and outputs, transfor-
mation, and the environment’s responses to these components. This feedback is
the basis of program evaluation. Decision makers need information to gauge
whether inputs are adequate and organized, interventions are implemented
appropriately, target groups are being reached, and clients are receiving quality
services. Feedback is also critical to evaluating whether outputs are in align-
ment with the program’s goals and are meeting the expectations of stakehold-
ers. Stakeholders are people who have a vested interest in a program and are
likely be affected by evaluation results; they include funding agencies, decision
makers, clients, program managers, and staff. Without feedback, a system is
bound to deteriorate and eventually die. Insightful program evaluation helps to
both sustain a program and prevent it from failing. The action of feedback
within the system is indicated by the dotted lines in Figure 1.1.

To survive and thrive within an open system, a program must perform at least
two major functions. First, internally, it must ensure the smooth transformation of
inputs into desirable outcomes. For example, an education program would experi-
ence negative side effects if faced with disruptions like high staff turnover, excessive
student absenteeism, or insufficient textbooks. Second, externally, a program must
continuously interact with its environment in order to obtain the resources and
support necessary for its survival. That same education program would become
quite vulnerable if support from parents and school administrators disappeared.

Thus, because programs are subject to the influence of their environment,
every program is an open system. The characteristics of an open system can
also be identified in any given policy, which is a concept closely related to that
of a program. Although policies may seem grander than programs—in terms of
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the envisioned magnitude of an intervention, the number of people affected,
and the legislative process—the principles and issues this book addresses are
relevant to both. Throughout the rest of the book, the word program may be
understood to mean program or policy.

Based upon the above discussion, this book defines program evaluation as the
process of systematically gathering empirical data and contextual information
about an intervention program—specifically answers to what, who, how, whether,
and why questions that will assist in assessing a program’s planning, implementa-
tion, and/or effectiveness. This definition suggests many potential questions for
evaluators to ask during an evaluation: The “what” questions include those such
as, what are the intervention, outcomes, and other major components? The “who”
questions might be, who are the implementers and who are the target clients? The
“how” questions might include, how is the program implemented? The “whether”
questions might ask whether the program plan is sound, the implementation
adequate, and the intervention effective. And the “why” questions could be, why
does the program work or not work? One of the essential tasks for evaluators is
to figure out which questions are important and interesting to stakeholders and
which evaluation approaches are available for evaluators to use in answering the
questions. These topics will be systematically discussed in Chapter 2. The purpose
of program evaluation is to make the program accountable to its funding agencies,
decision makers, or other stakeholders and to enable program management and
implementers to improve the program’s delivery of acceptable outcomes.

CLASSIC EVALUATION CONCEPTS, THEORIES, AND
METHODOLOGIES: CONTRIBUTIONS AND BEYOND

Program evaluation is a young applied science; it began developing as a disci-
pline only in the 1960s. Its basic concepts, theories, and methodologies have
been developed by a number of pioneers (Alkin, 2013; Shadish, Cook, &
Leviton, 1991). Their ideas, which are foundational knowledge for evaluators,
guide the design and conduct of evaluations. These concepts are commonly
introduced to readers in two ways. The conventional way is to introduce classic
concepts, theories, and methodologies exactly as proposed by these pioneers.
Most major evaluation textbooks use this popular approach.

This book, however, not only introduces these classic concepts, theories, and
methodologies but also demonstrates how to use them as a foundation for
formulating additional evaluation approaches. Readers can not only learn from
evaluation pioneers’ contributions but also expand or extend their work,
informed by lessons learned from experience or new developments in program
evaluation. However, there is a potential drawback to taking this path. It
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requires discussing the strengths and limitations of the work of the field’s pio-
neers. Such critiques may be regarded as intended to diminish or discredit this
earlier work. It is important to note that the author has greatly benefited from
the classic works in the field’s literature and is very grateful for the contribu-
tions of those who developed program evaluation as a discipline. Moreover, the
author believes that these pioneers would be delighted to see future evaluators
follow in their footsteps and use their accomplishments as a basis for exploring
new territory. In fact, the seminal authors in the field would be very upset if
they saw future evaluators still working with the same ideas, without making
progress. It is in this spirit that the author critiques the literature of the field,
hoping to inspire future evaluators to further advance program evaluation.
Indeed, the extension or expansion of understanding is essential for advanc-
ing program evaluation. Readers will be stimulated to become independent
thinkers and feel challenged to creatively apply evaluation knowledge in their
work. Students and practitioners who read this book will gain insights from the
discussions of different options, formulate their own views of the relative worth
of these options, and perform better work as they go forward in their careers.

EVALUATION TYPOLOGIES

Stakeholders need two kinds of feedback from evaluation. The first kind is infor-
mation they can use to improve a program. Evaluations can function as improve-
ment-oriented assessments that help stakeholders understand whether a program
is running smoothly, whether there are problems that need to be fixed, and how
to make the program more efficient or more effective. The second kind of feed-
back evaluations can provide is an accountability-oriented assessment of whether
or not a program has worked. This information is essential for program manag-
ers and staff to fulfill their obligation to be accountable to various stakeholders.

Different styles of evaluation have been developed to serve these two types
of feedback. This section will first discuss Scriven’s (1967) classic distinction
between formative and summative evaluation and then introduce a broader
evaluation typology.

The Distinction Between Formative
and Summative Evaluation

Scriven (1967) made a crucial contribution to evaluation by introducing the
distinction between formative and summative evaluation. According to Scriven,
formative evaluation fosters improvement of ongoing activities. Summative evalua-
tion, on the other hand, is used to assess whether results have met the stated goals.
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Summative evaluation informs the go or no-go decision, that is, whether to continue
or repeat a program or not. Scriven initially developed this distinction from his
experience of curriculum assessment. He viewed the role of formative evaluation in
relation to the ongoing improvement of the curriculum, while the role of summative
evaluation serves administrators by assessing the entire finished curriculum. Scriven
(1991a) provided more elaborated descriptions of the distinction. He defined for-
mative evaluation as “evaluation designed, done, and intended to support the pro-
cess of improvement, and normally commissioned or done, and delivered to
someone who can make improvement” (p. 20). In the same article, he defined sum-
mative evaluation as “the rest of evaluation; in terms of intentions, it is evaluation
done for, or by, any observers or decision makers (by contrast with developers) who
need valuative conclusions for any other reasons besides development.” The distinct
purposes of these two kinds of evaluation have played an important role in the way
that evaluators communicate evaluation results to stakeholders.

Scriven (1991a) indicated that the best illustration of the distinction between
formative and summative evaluation is the analogy given by Robert Stake: “When
the cook tastes the soup, that’s formative evaluation; when the guest tastes it,
that’s summative evaluation” (Scriven, p. 19). The cook tastes the soup while it is
cooking in case, for example, it needs more salt. Hence, formative evaluation hap-
pens in the early stages of a program so the program can be improved as needed.
On the other hand, the guest tastes the soup after it has finished cooking and is
served. The cook could use the guest’s opinion to determine whether to serve the
soup to other guests in the future. Hence, summative evaluation happens in the
last stage of a program and emphasizes the program’s outcome.

Scriven (1967) placed a high priority on summative evaluation. He argued
that decision makers can use summative evaluation to eliminate ineffective
programs and avoid wasting money. However, Cronbach (1982) disagreed with
Scriven’s view, arguing that program evaluation is most useful when it provides
information that can be used to strengthen a program. He also implied that few
evaluation results are used for making go or no-go decisions. Which type of
evaluation has a higher priority is an important issue for evaluators, and the
importance of this issue will be revisited later in this chapter.

Analysis of the Formative and Summative Distinction

The distinction between formative and summative evaluation provides an impor-
tant framework evaluators can use to communicate ideas and develop approaches,
and these concepts will continue to play an important role. However, Scriven
(1991a) proposed that formative and summative evaluations are the two main
evaluation types. In reality, there are other important evaluation types that are not
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covered in this distinction. To avoid confusion and to lay a foundation for advanc-
ing the discipline, it is important to highlight these other evaluation types as well.

In Scriven’s conceptualization, evaluation serves to improve a program only
during earlier stages of the program (formative evaluation), while evaluation
renders a final verdict at the outcome stage (summative evaluation). However,
this conceptualization may not sufficiently cover many important evaluation
activities (Chen, 1996). For example, evaluations at the early stage of the pro-
gram do not need to be used to improve the program. Evaluators could admin-
ister summative evaluations during earlier phases of the program. Similarly,
evaluations conducted at the outcome stage do not have to be summative.
Evaluators could administer a formative evaluation at the outcome stage to
gain information that would inform and improve future efforts.

Since Scriven regarded Robert Stake’s soup-tasting analogy as the best way to
illustrate the formative/summative distinction, let’s use this analogy to illustrate
that all evaluations do not fit this description. According to Stake’s analogy, when
“the cook tastes the soup,” that act represents formative evaluation. This concept
of formative evaluation has some limitations. The cook does not always taste the
soup for the purpose of improvement. The cook may taste the soup to determine
whether the soup is good enough to serve to the guests at all, especially if it is a
new recipe. Upon testing the soup, she/he may feel it is good enough to serve to
the guests; alternatively, she/he may decide that the soup is awful and not worth
improving and simply chuck the soup and scratch it off the menu. In this case,
the cook has not tasted the soup for the purpose of improvement but to reach a
conclusion about including the soup or excluding it from the menu.

To give another illustration, a Chinese cook, who is a friend of mine, once tried
to prepare a new and difficult dish, called Peking duck, for his restaurant. Tasting
his product, he found that the skin of the duck was not as crispy as it was sup-
posed to be, nor the meat as flavorful. Convinced that Peking duck was beyond
his capability as a chef, he decided not to prepare the dish again. Again, the cook
tasted the product to conduct a summative assessment rather than a formative
one. The formative/summative distinction does not cover this kind of evaluation.

Returning to Stake’s analogy, when “the guest tastes the soup,” this is
regarded as a summative evaluation since the guest provides a conclusive opin-
ion of the soup. This concept of summative evaluation also has limitations. For
example, the opinion of the guests is not always used solely to determine the
soup’s final merit. Indeed, a cook might well elicit opinions from the guests for
the purpose of improving the soup in the future. In this case, this type of
evaluation is also not covered by the formative/summative distinction.

Stake’s analogy, though compelling, excludes many evaluation activities.
Thus, we need a broader conceptual typology so as to more comprehensively
communicate or guide evaluation activities.
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A Fundamental Evaluation Typology

To include more evaluation types in the language used to communicate and
guide evaluation activities, this chapter proposes to extend Scriven’s formative
and summative distinction. The typology developed here is a reformulation of
an early work by Chen (1996). This typology has two dimensions: the program
stages and evaluation functions. In terms of program stages, evaluation can
focus on program process (such as program implementation) and/or on pro-
gram outcome (such as the impact of the program on its clients). In terms of
evaluation functions, evaluation can serve a constructive function (providing
information for improving a program) and/or a conclusive function (judging
the overall merit or worth of a program). A fundamental typology of evalua-
tion can thus be developed by placing program stages and evaluation functions
in a matrix, as shown in Figure 1.2.

Figure 1.2 Fundamental Evaluation Typology

Evaluation Functions

Constructive Conclusive Hybrid Types
of Evaluation
Constructive Conclusive Conclusn{e/
Constructive
Process Process Process
. . Process
Evaluation Evaluation .
Evaluation
Program
Stages
Constructive Conclusive Conclusn{e/
Constructive
Outcome Outcome Outcome
. . Qutcome
Evaluation Evaluation .
Evaluation

Other Hybrid Types of Evaluation

SOURCE: Adapted from Chen (1996).
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This typology consists of both basic evaluation types and hybrid evaluation
types. The rest of this section will discuss the basic types first and then the
hybrid types.

Basic Evaluation Types

The basic types of evaluation include constructive process evaluation, con-
clusive process evaluation, constructive outcome evaluation, and conclusive
outcome evaluation.

Constructive Process Evaluation

Constructive process evaluation provides information about the relative
strengths/weaknesses of the program’s structure or implementation pro-
cesses, with the purpose of program improvement. Constructive process
evaluation usually does not provide an overall assessment of the success or
failure of program implementation. For example, a constructive process
evaluation of a family-planning program may indicate that more married
couples can be persuaded to utilize birth control in an underdeveloped coun-
try if the service providers or counselors are local people, rather than outside
health workers. This information does not provide a conclusive judgment of
the merits of program implementation, but it is useful for improving the
program. Decision makers and program designers can use the information to
strengthen the program by training more local people to become service
providers or counselors.

Conclusive Process Evaluation

This type of evaluation, which is frequently used, is conducted to judge the
merits of the implementation process. Unlike constructive process evaluation,
conclusive process evaluation attempts to judge whether the implementation of a
program is a success or a failure, appropriate or inappropriate. A good example
of conclusive process evaluation is an assessment of whether program services are
being provided to the target population. If an educational program intended to
serve disadvantaged children is found to serve middle-class children, the program
would be consider an implementation failure. Another good example of conclu-
sive process evaluation is manufacturing quality control, when a product is
rejected if it fails to meet certain criteria. Vivid examples of conclusive process
evaluation are the investigative reports seen on popular TV programs, such as 60
Minutes and 20/20. In these programs, reporters use hidden cameras to document
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whether services delivered by such places as psychiatric hospitals, nursing homes,
child care centers, restaurants, and auto repair shops are appropriate.

Constructive Outcome Evaluation

This type of evaluation identifies the relative strengths and/or weaknesses of
program elements in terms of how they may affect program outcomes. This
information can be useful for improving the degree to which a program is
achieving its goals, but it does not provide an overall judgment of program
effectiveness. For example, evaluators may facilitate a discussion among stake-
holders to develop a set of measurable goals or to reach consensus about pro-
gram goals. Again, such activity is useful for improving the program’s chance
of success, but it stops short of judging the overall effectiveness of the program.
This type of evaluation will be discussed in detail in Chapter 9. In another
example, a service agency may have two types of social workers, case managers
whose work is highly labor-intensive and care managers whose work is less
labor-intensive. An evaluator can apply constructive outcome evaluation to
determine which kind of social worker is more cost-effective for the agency.

Conclusive Outcome Evaluation

The purpose of a conclusive outcome evaluation is to provide an overall
judgment of a program in terms of its merit or worth. Scriven’s summative
evaluation is synonymous with this category. A typical example of conclusive
outcome evaluation is validity-focused outcome evaluation that determines
whether changes in outcomes can be causally attributed to the program’s inter-
vention. This kind of evaluation is discussed in detail in Chapter 10.

The typology outlined above eliminates some of the difficulties found in the
soup-tasting analogy. Formerly, when the cook tasted the soup for conclusive
judgment purposes, this activity did not fit into the formative/summative dis-
tinction. However, it can now be classified as conclusive process evaluation.
Similarly, when the guest tastes the soup for improvement purposes, this action
can now be classified as constructive outcome evaluation.

Furthermore, the typology clarifies the myth that process evaluation is always
a kinder, gentler type of evaluation in which evaluators do not make tough con-
clusive judgments about the program. Constructive process evaluation may be
kinder and gentler, but conclusive process evaluation is not necessarily so. For
example, TV investigative reports that expose the wrongdoing in a psychiatric
hospital, auto shop, restaurant, or day care center have resulted in changes in
service delivery, the firing of managers and employees, and even the closing of
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the agencies or businesses in question. In such cases, process evaluations were
tougher than many outcome evaluations in terms of critical assessment and
impact. Moreover, the basic typology disrupts the notion that outcome evalua-
tion must always be carried out with a “macho” attitude so that it threatens
program providers while failing to offer any information about the program. A
conclusive outcome evaluation may provide information whether a program has
been successful or not, but the constructive outcome evaluation can provide use-
ful information for enhancing the effectiveness of a program without threaten-
ing its existence. For example, the survival of a program is not threatened by a
constructive outcome evaluation that indicates that program effectiveness could
be improved by modifying some intervention elements or procedures.

Hybrid Evaluation Types

Another important contribution of this fundamental evaluation typology is
to point out that evaluators can move beyond the basic evaluation types to
conduct hybrid evaluations. As illustrated in Figure 1.2, a hybrid evaluation
can combine evaluation functions, program stages, or both (Chen, 1996). This
section intends to introduce two types of hybrid evaluation that, across evalu-
ation, functions at a program stage.

Conclusive/Constructive Process Evaluation

Conclusive/constructive process evaluation serves both accountability and
program improvement functions. A good example is evaluation carried out by
the Occupational Safety and Health Administration (OSHA). OSHA inspectors
may evaluate a factory to determine whether the factory passes a checklist of
safety and health rules and regulations. The checklist is so specific, however,
that these inspections can also be used for improvement. If a company fails the
inspection, the inspector provides information concerning areas that need cor-
rection to satisfy safety standards. Other regulatory agencies, such as the
Environmental Protection Agency (EPA), perform a similar type of evaluation.
In these kinds of evaluation, the overall quality of implementation is repre-
sented by a checklist of crucial elements. These elements provide exact clues for
how to comply with governmental regulations.

A similar principle can be applied to assess the implementation of an inter-
vention. As will be discussed in Chapter 7, a conclusive/constructive process
evaluation can look into both overall quality and discrete program elements so
as to provide information about the overall quality of implementation as well
as specific areas for its future improvement.

13
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Conclusive/Constructive Outcome Evaluation

Another hybrid evaluation type is the conclusive/constructive outcome
evaluation. An excellent example of this kind of evaluation is real-world out-
come evaluation, which will be discussed in great detail in Chapter 11. Another
excellent example is theory-driven outcome evaluation. This type of evaluation
elaborates causal mechanisms underlying a program so that it examines not
only whether the program has an impact but why. It also informs stakeholders
as to which mechanisms influence program success or failure for program
improvement purposes. Theory-driven outcome evaluation will be discussed in
Chapters 12 and 14 of the book.

Applications of the Fundamental Evaluation Typology

The fundamental evaluation typology discussed here prevents evaluators from
hewing rigidly to just two types of evaluation, that is, formative evaluation in the
early stages of the program and summative evaluation toward the end. The funda-
mental evaluation typology provides evaluators and stakeholders many options for
devising basic or hybrid types of evaluation at implementation and outcome stages
so as to best meet stakeholders’ needs. However, the fundamental evaluation typol-
ogy does not cover the planning stage. Thus, Chapter 2 will expand the fundamen-
tal evaluation typology into a comprehensive evaluation typology that covers a full
program cycle from program planning to implementation to outcome. Then the
rest of the book will provide concrete examples of these evaluation approaches and
illustrate their applications across the entire life cycle of programs.

INTERNAL VERSUS EXTERNAL EVALUATORS

Evaluators are usually classified into two categories: internal and external evalu-
ators. Internal evaluators are employed by an organization and are responsible
for evaluating the organization’s own programs. External evaluators are not
employees of the organization but are experts hired from outside to evaluate the
program. One of the major differences between the two is independence. Internal
evaluators are part of the organization. They are familiar with the organizational
culture and the programs to be evaluated. Like other employees, they share a
stake in the success of the organization. External evaluators are not constrained
by organizational management and relationships with staff members and are less
invested in the program’s success. The general conditions that tend to favor either
internal evaluation or external evaluation are summarized as follows:
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Internal Evaluation

e Cost is a great concern.

¢ Internal capacity/resources are available.

e The evaluator’s familiarity with the program is important.

e The program is straightforward.

e Evaluation is for the purpose of monitoring or is constructive in nature.

External Evaluation

e The cost of hiring an external evaluator is manageable.

¢ Independence and objectivity are essential.

e A program is large or complicated.

e The evaluation will focus on conclusive assessment or conclusive/
constructive assessment.

e Comprehensive assessment or fresh insight is needed.

POLITICS, SOCIAL JUSTICE, EVALUATION
STANDARDS, AND ETHICS

One important distinction that separates program evaluation from research is
that evaluations are carried out under political processes. The purpose of an
evaluation is to evaluate an intervention program. However, the program is
created by political processes. What kinds of programs are to be funded? Which
programs need evaluation in a community? These decisions are made through
bargaining and negotiation by key players such as politicians and advocacy
groups. After a program is funded and evaluators are hired to evaluate it, the
focus of the evaluation and the questions to be asked are determined, or largely
influenced, by stakeholders. Cronbach and colleagues (1980) argued that a
theory of evaluation must be as much a theory of political interaction as it is a
theory of how to determine facts. Weiss (1998), too, indicated that evaluators
must understand the political nature of evaluations and be aware of the obsta-
cles and opportunities that can impinge upon evaluation efforts.

Since evaluation provides feedback to a program, evaluators may have high
hopes that decision makers will use the findings as a basis for action. However,
since program evaluation is part of political processes, evaluation findings are just
one of many inputs that decision makers use. Decision making is more often based
on factors such as political support and community service needs than evaluation
findings. Since evaluations take place within a political and an organizational
context, Chelimsky (1987) stated that evaluators are shifting their view of the role
evaluations play, from reforming society to the more realistic aim of bringing the
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best possible information to bear on a wide variety of policy questions. Also
because evaluation takes place in a political environment, evaluators’ communica-
tion skills are critical. Evaluators’ qualifications should include research skills but
should emphasize group facilitation skills, political adroitness, managerial ability,
and cultural sensitivity to multiple stakeholders.

In evaluation, stakeholders are those persons, groups, or organizations who
have a vested interest in the evaluation results. Stakeholders often are not a homog-
enous group but rather multiple groups with different interests, priorities, and
degrees of power or influence. The number of stakeholder groups evaluators must
communicate with often depends on the magnitude of an intervention program. In
a small community-based program, key stakeholders may include the program
director, staff, and clients. Stakeholder groups of a large federal program, on the
other hand, could include federal agencies, state agencies, community-based orga-
nizations, university researchers, clients, program directors, program administra-
tors, implementers, community advocates, computer experts, and so on.

Evaluators are usually hired by decision makers, and one of the major pur-
poses of program evaluation is to provide information to decision makers that
they will use to allocate funds or determine program activities. This contractual
arrangement has a potential to bias evaluators toward the groups in power,
that is, the decision makers who hire them or the stakeholders with whom the
decision makers are most concerned. Critics such as House (1980) argued that
evaluation should address social justice and specifically the needs and interests
of the poor and powerless. However, Scriven (1997) and Chelimsky (1997)
were concerned that when evaluators take on the role of program advocates,
their evaluations’ credibility will be tarnished.

Social justice is a difficult issue in evaluation. Participatory evaluation has
the potential to alleviate some of the tension between serving social justice and
decision makers. Including representatives of the various stakeholder groups in
evaluation has been proposed as a way to address some social justice issues.
Generally, stakeholders participate in an evaluation for two purposes: practical
and transformative (Greene, Lincoln, Mathison, Mertens, & Ryan, 1998).
Practical participatory evaluation is meant to enhance evaluation relevance,
ownership, and utilization. Transformative participatory evaluation seeks to
empower community groups to democratize social change. Either way, partici-
patory evaluation can provide evaluators with an opportunity to engage with
different stakeholder groups and balance diverse views, increase buy-in from all
stakeholder groups, and enhance their willingness to use evaluation results.

Another way of enhancing evaluators’ credibility is to promote profes-
sional ethics. Like other professionals, evaluators must adhere to professional
ethics and standards. The American Evaluation Association (2004) adopted
the following ethical principles for evaluators to follow:
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o Systematic inquiry. Evaluators conduct systematic, data-based inquiries.

o Competence. Evaluators provide competent performance to stakeholders.

o [Integrity/honesty. Evaluators ensure honesty and integrity of the entire
evaluation process.

e Respect for people. Evaluators respect the security, dignity, and self-worth
of the respondents, program participants, clients, and other stakeholders.

o Responsibilities for general and public welfare. Evaluators articulate and
take into account the diversity and values that may be related to the gen-
eral and public welfare. (“The Principles™)

In addition, to ensure the credibility of evaluation, the Joint Committee on
Standards for Education (Yarbrough, Shulha, Hopson, & Caruthers, 2011) has
specified the following five core standards for evaluators to follow:

1. Utility standards. The utility standards are intended to increase the extent
to which program stakeholders find evaluation processes and products
valuable in meeting their needs.

2. Feasibility standards. The feasibility standards are intended to increase
evaluation effectiveness and efficiency.

3. Propriety standards. The propriety standards support what is proper, fair,
legal, right, and just in evaluations.

4. Accuracy standards. The accuracy standards are intended to increase the
dependability and truthfulness of evaluation representations, proposi-
tions, and findings, especially those that support interpretations and judg-
ments about quality.

5. Evaluation accountability standards. The evaluation accountability
standards encourage adequate documentation of evaluations and a meta-
evaluative perspective focused on improvement of and accountability for
evaluation processes and products.

EVALUATION STEPS

The Centers for Disease Control and Prevention (CDC) published the CDC
Framework of Program Evaluation for Public Health (CDC, 1999) to help
evaluators understand how to conduct evaluation based on evaluation stan-
dards. The document specified six steps that are useful guides to the evaluation
of public health and social betterment programs:



18 Introduction

Step 1: Engage Stakeholders deals with engaging individuals and organiza-
tions with an interest in the program in the evaluation process.

Step 2: Describe the Program involves defining the problem, formulating
program goals and objectives, and developing a logic model showing how
the program is supposed to work.

Step 3: Focus the Evaluation Design determines the type of evaluation to
implement, identifies the sources needed to implement the evaluation, and
develops evaluation questions.

Step 4: Gather Credible Evidence identifies how to answer the evaluation
questions and develop an evaluation plan that will include, among other
things, indicators, data sources and methods for collecting data, and the
timeline.

Step 5: Justify Conclusions involves collecting, analyzing, and interpreting
the evaluation data.

Step 6: Ensure Use and Share Lessons Learned identifies effective methods
for sharing and using the evaluation results.

EVALUATION DESIGN AND ITS COMPONENTS

When proposing an evaluation to stakeholders or organizations such as fund-
ing agencies, evaluators must describe the evaluation’s purposes and methodol-
ogy. An evaluation design needs to include at least five components:

1. Purposes of and Background Information about the Intervention
Program. The first thing that evaluators need to do when assessing an inter-
vention program is to gain a solid knowledge of the background of the pro-
gram and document this understanding. Background information includes the
purposes of the intervention program, the target population, the organizations
responsible for implementing the program, key stakeholders of the program,
implementation procedures, reasons for conducting the evaluation, the evalu-
ation’s timeline, the resources that will be used, and who will utilize the evalu-
ation results. Evaluators usually gather information by reviewing existing
documents such as program reports and the grant application proposal, as
well as by interviewing key stakeholders of the program. The background
information serves as a preliminary basis for communication by evaluators
and stakeholders about the program and evaluation.
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2. A Logic Model or Program Theory for Describing the Program. A sound
evaluation requires a systematic and coherent description of the intervention
program, which will serve as a basis for communication between evaluators
and stakeholders and for the evaluation design. In reality, a systematic and
coherent program description is often not available. It is unwise for evaluators
to conduct a program evaluation without a mutual agreement with stakehold-
ers about what the program looks like. In this situation, how could an evalua-
tion provide useful information to stakeholders? Or, even worse, stakeholders
later could easily claim that an evaluation failed to accomplish what they
expected from it, if the evaluation results do not convey good news. Program
description is an important step in evaluation.

If a program does not have a systematic and coherent program description,
evaluators must facilitate stakeholders in developing one. This book discusses
two options for describing a program: logic models and program theory. Logic
models are used to identify the major components of a program in terms of a
set of categories such as inputs, activities, outputs, and outcomes. However, if
evaluators and stakeholders are interested in looking into issues such as contex-
tual factors and causal mechanisms, this book encourages the use of program
theory. Both logic models and program theory will be discussed in Chapter 3.

3. Assertion of a Program’s Stage of Development. As will be discussed in
the next chapter, an intervention program’s life cycle can be generally classified
as being in one of four phases: planning, initial implementation, mature imple-
mentation, and outcome. Program designers, during the planning phase, work
with partners to identify or develop an intervention and organize resources and
activities for supporting the intervention. After the planning phase, the pro-
gram goes into the initial implementation phase. The major tasks here are train-
ing implementers, checking clients’ acceptance, and ensuring appropriate
implementation. After the initial implementation, the program progresses to
the mature implementation stage. The major tasks here include ensuring or
maintaining the quality of implementation. During the outcome phase, the
program is expected to have desirable impacts on clients. The different stages
of a program require different evaluation approaches. For example, construc-
tive evaluation is most useful to a program during the initial implementation
stage when it can help with service delivery, but it is not appropriate for a
formal assessment of a program’s merits at the outcome stage.

Evaluators and stakeholders have to agree on which stage a program is in to
select an appropriate evaluation type(s) and approach. Chapter 2 will provide
detailed discussions of the nature of program stages and how they relate to
different evaluation types and approaches.
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4. Evaluation Types, Approaches, and Methodology. This component is the
core of evaluation design. Using information regarding the evaluation’s pur-
poses and the logic model/program theory, evaluators and stakeholders need to
determine what type of evaluation, whether one of the basic evaluation types—
constructive process, conclusive process, constructive outcome, or conclusive
outcome—or a hybrid type, is suitable for correctly evaluating the program.
Once program stage and evaluation type are determined, evaluators can move
on to select or design an evaluation approach or approaches for evaluating a
program. Chapter 2 will provide a comprehensive typology for guiding evalu-
ators in selection of evaluation types and approaches.

Determining the most appropriate evaluation approach is challenging and
time-consuming. However, it ensures that all involved share a mutual under-
standing of why a particular evaluation type has been selected. Without it,
stakeholders are likely to find that the results of the evaluation address issues
that are not of concern to them and/or are not useful to them. Stakeholders are
often not trained on evaluation techniques. They often do not express what
they expect and need from an evaluation as clearly and precisely as evaluators
could hope. Evaluators usually must double- or even triple-check with stake-
holders to make sure everyone shares the same understanding and agrees on
the evaluation’s purposes up front.

5. Budget and Timeline. Regardless of stakeholders’ and evaluators’ visions
of an ideal evaluation plan, the final evaluation design is bound to be shaped
by the money and time allocated. For example, if stakeholders are interested in
a rigorous assessment of an intervention program’s outcomes but can provide
only a small evaluation budget, the research method used in the evaluation is
not likely to be a randomized controlled trial over a few years, which would
likely cost over a few million dollars. Similarly, if the timeline is short, evalua-
tors will likely use research methods such as rapid assessments rather than
conduct a thorough evaluation.

When facilitating stakeholders in making an informed decision, it is highly
preferable for evaluators to propose a few options and explain the information
each option is likely to provide, as well as the price tag of each.

MAJOR CHALLENGES OF EVALUATION:
LESSONS LEARNED FROM PAST PRACTICE

Program evaluation has been practiced over several decades. Lessons learned
from experience indicate that program evaluation faces a set of unique chal-
lenges that are not faced by other disciplines.
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Judge a Program Not Only by Its
Results but Also by Its Context

One important characteristic distinguishing program evaluation is its
need, rarely shared by other disciplines, to use a holistic approach to assess-
ment. The holistic approach includes contextual or transformation informa-
tion when assessing the merit of a program. By comparison, product
evaluation is more streamlined, perhaps focusing solely on the intrinsic
value of its object. Products like televisions can be assessed according to
their picture, sound, durability, price, and so on. In many situations, how-
ever, the value of a program may be contextual as well as intrinsic or inherent.
That is, to adequately assess the merit of a program, both its intrinsic value
and the context in which that value is assigned must be considered together.
For example, say an educational program has, according to strictly perfor-
mance-based evaluation, attained its goals (which are its intrinsic values).
But in what context was the performance achieved? Perhaps the goal of
higher student scores on standardized tests was attained by just “teaching
students the tests.” Does the program’s performance still deserve loud
applause? Probably not.

Similarly, what about a case in which program success is due to the par-
ticipation of a group of highly talented, well-paid teachers with ample
resources and strong administrative support, but the evaluated program is
intended for use in ordinary public schools? This “successful” program may
not even be relevant, from the viewpoint of the public schools, and is not
likely to solve any of their problems. Therefore, how a program achieved
its goals is just as important as whether it achieved them. For example, an
outcome evaluation of one family-planning program in a developing coun-
try limited its focus to the relationship between program inputs and out-
puts; it appeared possible, on this basis, to claim success for the program.
A large drop in the fertility rate was indeed observed following the inter-
vention. Transformation information, however, showed that such a claim
was misleading. Although the drop in fertility was real, it had little to do
with the intervention. A larger factor was that, following implementation,
a local governor of the country, seeking to impress his prime minister with
the success of the program, ordered soldiers to seize men on the streets and
take them to be sterilized. An evaluator with a less holistic approach might
have declared that the goals of the program were attained, whereas other
people’s personal knowledge led them to condemn the program as inhu-
mane. Lacking a holistic orientation, program evaluation may reach very
misleading conclusions.
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Evaluations Must Address Both
Scientific and Stakeholder Credibility

Program evaluation is both a science and an art. Evaluators need to be
capable of addressing both scientific and stakeholder credibility in an evalua-
tion. The scientific credibility of program evaluation reflects the extent to
which that evaluation was governed by scientific principles. Typically, in scien-
tific research, scientific credibility is all that matters. The more closely research
is guided by scientific principles, the greater its credibility. However, as an
applied science, program evaluation also exhibits varying degrees of stake-
holder credibility. The stakeholder credibility of a program evaluation reflects
the extent to which stakeholders believe the evaluation’s design gives serious
consideration to their views, concerns, and needs.

The ideal evaluation achieves both high scientific and high stakeholder cred-
ibility, and the two do not automatically go hand in hand. An evaluation can
have high scientific credibility but little stakeholder credibility, as when evalu-
ators follow all the scientific principles but set the focus and criteria of evalua-
tion without considering stakeholders’ views and concerns. Their evaluation
will likely be dismissed by stakeholders, despite its scientific credibility, because
it fails to reflect the stakeholders’ intentions and needs. For example, there are
good reasons for African-Americans to be skeptical of scientific experiments
that lack community input, due to incidents such as the Tuskegee syphilis
experiment (Jones, 1981/1993). Researchers in the experiment withheld effec-
tive treatment from African-American men suffering from syphilis so that the
long-term effects of the disease could be documented. Conversely, an evalua-
tion overwhelmed by the influence of stakeholders, such as program managers
and implementers, may neglect its scientific credibility, resulting in suspect
information.

One of the major challenges in evaluation is how to address the tension between
scientific credibility and stakeholder credibility. Evaluation theorists, such as
Scriven (1997), argued that objectivity is essential in evaluation because without it,
evaluation has no credibility. On the other hand, Stake (1975) and Guba and
Lincoln (1981) argued that evaluations must respond to stakeholders’ views and
needs in order to be useful. Both sides make good points, but objectivity and
responsiveness are conflicting values. How would evaluators address this tension?

One strategy is to prioritize, choosing one type of credibility to focus on.
However, this prioritization strategy does not satisfactorily address the conflict
between the two values. A better strategy, proposed by and used in this book,
is perhaps to strike a balance between the two. For example, evaluators might
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pursue stakeholder credibility in the earliest phases of evaluation design but
turn their attention toward scientific credibility later in the process. Initially,
evaluators experience a great deal of interaction and communication with a
program’s stakeholders for the specific purpose of understanding their views,
concerns, and needs. Evaluators then incorporate the understanding they have
acquired into the research focus, questions, and design, along with the necessary
scientific principles. From this point on, to establish scientific credibility, the
evaluators require autonomy to design and conduct evaluations without inter-
ference from stakeholders. Stakeholders are usually receptive to this strategy,
especially when evaluators explain the procedure to them at the beginning of
the process. While stakeholders do not object to a program being evaluated, or
dispute the evaluator’s need to follow scientific procedures, they do expect the
evaluation to be fair, relevant, and useful (Chen, 2001).

As will be discussed in the rest of the book, the tension between scientific
and stakeholder credibility arises in many situations. Such tension makes
evaluation challenging, but resolving it is essential for advancing program
evaluation.

Evaluations Must Provide Information
That Helps Stakeholders Do Better

Earlier in this chapter, we learned that Scriven placed a higher priority on
conclusive assessment than on program improvement, while Cronbach pre-
ferred otherwise. This is an important, but complicated, issue for evaluators.
Many evaluators quickly learn that stakeholders are eager to figure out what
to do next in order to make a program work better. Stakeholders find evalua-
tions useful if they both offer conclusions about how well programs have
worked and provide information that assists the stakeholders in figuring out
what must be done next to maintain—or even surpass—program goals. Thus,
the assessment of a program’s performance or merit is only one part of pro-
gram evaluation (or, alone, provides a very limited type of evaluation). To be
most useful, program evaluation needs to equip stakeholders with knowledge
of the program elements that are working well and those that are not. Program
evaluation in general should facilitate stakeholders’ search for appropriate
actions to take in addressing problems and improving programs. There are
important reasons why evaluations must move beyond narrow merit assess-
ment into the determination of needed improvements. In the business world,
information on product improvement is provided by engineering and market
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research; likewise, in the world of intervention programs, the agency or orga-
nization overseeing an effort relies on program evaluation to help it continually
guarantee or improve the quality of services provided.

Consider that intervention programs typically operate in the public sector.
In the private sector, the existence or continuation of a product is usually deter-
mined by market mechanisms. That is, through competition for consumers, a
good product survives, and a bad product is forced from the market. However,
the great majority of intervention programs do not encounter any market com-
petition (Chen, 1990). Drug abusers in a community may find, for example,
that only one treatment program is available to them. In the absence of an
alternative, the treatment program is likely to continue whether or not its out-
comes justify its existence. Furthermore, well-known programs with good
intentions, such as Head Start, would not be discontinued based on an evalua-
tion saying the programs were ineffectual; decision makers rarely use program
evaluation results alone to decide whether a program will go on.

Under these circumstances, an evaluation that simply assesses the merit of
a program’s past performance and cannot provide stakeholders with insights
to help them take the next step is of limited value (Cronbach, 1982). In fact,
many stakeholders look to a broad form of program evaluation to point out
apparent problems, as well as strengths upon which to build. In general, to be
responsive and useful to stakeholders, program evaluation should meet both
assessment needs and improvement needs rather than confine itself solely to
conclusive assessment. Stakeholders need to know whether the program is
reaching the target group, the treatment/intervention is being implemented as
directed, the staff is providing adequate services, the clients are making a com-
mitment to the program, and the environment seems to be helping the delivery
of services. Any part of this information can be difficult for stakeholders to
collect; thus, program evaluators must have the necessary training and skills
to gather and synthesize it all systematically.

In a broad sense, therefore, merit assessment is a means, rather than the end,
of program evaluation. Our vision of program evaluation should extend
beyond the design of supremely rigorous and sophisticated assessments. It is
important to grasp that evaluation’s ultimate task is to produce useful informa-
tion that can enbance the knowledge and technology we employ to solve social
problems and improve the quality of our lives.

Furthermore, as discussed in the last section, constructive evaluation for pro-
gram improvement and conclusive evaluation for merit assessment are not
mutually exclusive categories. Evaluation does not have to focus on either pro-
gram improvement or merit assessment. The introduction of hybrid evaluation
types in this book provides options by which evaluation can address both issues.
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ADDRESSING THE CHALLENGES:
THEORY-DRIVEN EVALUATION AND
THE INTEGRATED EVALUATION PERSPECTIVE

To better address these challenges, this book applies the frameworks provided by
the theory-driven evaluation approach and the integrated evaluation perspective.

Theory-Driven Evaluation Approach

The theory-driven evaluation approach requires evaluators to under-
stand assumptions made by stakeholders (called program theory) when they
develop and implement an intervention program. Based on stakeholders’
program theory, evaluators design an evaluation that systematically exam-
ines how these assumptions operate in the real world. By doing so, they
ensure that the evaluation addresses issues in which the stakeholders are
interested. The usefulness of the theory-driven evaluation approach has
been discussed intensively in the evaluation literature (e.g., Chen, 1990,
2005, 2012a, 2012b; Chen & Rossi, 1980, 1983a; Chen & Turner, 2012;
Coryn, Noakes, Westine, & Schroter, 2011; Donaldson, 2007; Funnell &
Rogers, 2011; Nkwake, 2013; Rossi, Lipsey, & Freeman, 2004; Weiss,
1998). The concept and application of program theory will be intricately
discussed in Chapter 3.

It is important to know that theory-driven evaluation provides a sharp con-
trast to traditional method-driven evaluation. Method-driven evaluation views
evaluation as mainly an atheoretical activity. Evaluation is carried out by fol-
lowing research steps of a chosen research method such as randomized experi-
ments, survey, case study, focus group, and so on. Within this tradition,
evaluation does not need any theory. If evaluators are familiar with the research
steps of a particular method, then they can apply the same research steps and
principles across different types of programs in different settings. To some
degree, method-driven evaluation simplifies evaluation tasks. However, because
the focus of method-driven evaluation is mainly on methodological issues, it
often does not capably address stakeholders’ views and needs. The theory-
driven evaluation approach argues that while research methods are important
elements of an evaluation, evaluation should not be dictated or driven by one
particular method.

Because theory-driven evaluation uses program theory as a conceptual
framework for assessing program effectiveness, it provides information not
only on whether an intervention is effective but also how and why a program
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is effective. In other words, it is capable of addressing the challenge discussed
in the last section: The success of a program has to be judged not only by its
results but also by its context. This approach is also useful for addressing the
following challenge: Evaluation must be capable of providing information for
stakeholders to do better. The theory-driven evaluation approach will be inten-
sively discussed in Chapters 3, 7, 12, 13, and 14.

Integrated Evaluation Perspective

Program evaluation is challenging because it has to provide evaluative evi-
dence for a program that meets two requirements. The first requirement is that
the evaluative evidence must be credible; that is, program evaluation has to
generate enough credible evidence to gain a scientific reputation. This require-
ment is called the scientific requirement. The second requirement is that the
evidence must respond to the stakeholders’ views, needs, and practices so as to
be useful. Stakeholders are consumers of evaluation. Program evaluation has
little reason to exist unless it is able to adequately serve stakeholders’ needs.
This requirement is called the stakeholder requirement.

Ideally, evaluations should meet both requirements, but in reality evalua-
tors often find it difficult to meet both. One the one hand, they must apply
rigorous methods to produce credible evidence. On the other hand, evalua-
tors often find it difficult to apply rigorous methods—such as randomized
controlled trials (RCTs)—to evaluate real-world programs given insufficient
resources and short time lines. In many situations, administrative hindrances
and ethnic concerns add barriers to such an application. Furthermore, even
should these barriers be removed and a rigorous method applied, stakehold-
ers may feel that the focus of the evaluation is then too narrow or too aca-
demic to be relevant or useful to them. The reason for this disconnect is that
the stakeholders’ views on community problems and how to solve them are
quite different from the conventional scientific methods’ underlying philoso-
phy—reductionism. Reductionism postulates that a program is stable and can
be analytically reduced to a few core elements. If a program can be reduced
to core components, such as intervention and outcome, then an adjustment
can be implemented and desirable changes will follow. Given this view, the
evaluators’ main task is to rigorously assess whether the change produces
predetermined outcomes.

However, stakeholders’ views on and experiences with social problems
and addressing them in a community are more dynamic and complicated
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than those assumed by reductionism. Their views can be characterized as
the following:

1. An intervention program is implemented as a social system. In a
social system, contextual factors in a community—such as culture, norms,
social support, economic conditions, and characteristics of implementers
and clients—are likely to influence program outcomes. As discussed at the
beginning of this chapter, program interventions are open systems, not
closed like a biological system in terms of contextual factors.

2. Health promotion/social betterment programs require clients, with the
help of implementers, to change their values and habits in order to work.
Unfortunately, people are notoriously resistant to changing their values and
habits. For example, an education program may require children fond of playing
video games to substantially cut down on game playing to make time for study-
ing; these children may vastly prefer playing the latest zombie massacre game to
studying. Victims of bullying in schools may be asked to start reporting bullying
incidents to school authorities and parents; based on past experience, these vic-
tims may believe reporting these incidents is useless or even dangerous. Because
an intervention requires changes, its demands may be highly challenging to both
clients and implementers. Not only must program designers wrestle with this
challenge when designing an effective intervention program but evaluators must
also take this reality into consideration when designing a useful evaluation.

Because of the above factors, stakeholders believe that they need to take
a much broader approach in solving a community problem. An intervention
is not a stand-alone entity but, rather, has to connect to contextual factors
and/or change clients’ values and habits to work. Their broad view of com-
munity problem solving is inconsistent with the traditional scientific methods,
which focus on narrow issues such as assessing the causal relationships
between an intervention and its outcomes. The inconsistency between
stakeholders’ views and reductionism’s assumptions regarding community
problems and interventions is partly why there is such a huge chasm
between the academic and practice communities regarding interventions, as
will be discussed in Chapter 15.

Stakeholders respect the value and reputation of scientific methods but
view the information provided by using them as just one piece of a jigsaw
puzzle they need to assemble. They need other pieces to complete the picture.
They hope evaluators can figure out ways to provide all, not just one, of those
pieces to them. Stakeholders are concerned that, if evaluators focus too much
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on the scientific piece, it will blind them or prevent them from simultaneously
investigating other means to solve the puzzle. Stakeholders’ views on com-
munity problem solving are relevant to ideas proposed by systems thinking
(e.g., Meadows, 2008). According to systems thinking, a system is made up
of diverse and interactive elements and must address environmental turbu-
lence. Problem solving thus requires the modification of groups of variables
simultaneously.

The above analysis shows that evaluators face a dilemma in meeting the
scientific requirement and the responsiveness requirement at the same time. An
evaluation emphasizing the scientific requirement may scarify the responsive-
ness requirement, and vice versa. The dilemma has significant implications for
evaluation practices, but it has not been intensively and systematically dis-
cussed in the literature. There are three general strategies evaluators use to
address the dilemma:

Prioritizing the Scientific Requirement as the Top Priority in Evaluation: The
first strategy is to stress the scientific requirement by arguing that evaluation’s
utility relies on whether it can produce credible evidence. Following this gen-
eral strategy, evaluators must apply rigorous methods as best as they can. Issues
related to the responsiveness requirement are addressed only when they do not
compromise the rigor issues. Currently, this strategy is the most popular one
used by evaluators (Chen, Donaldson, & Mark, 2011). The strategy appeals
particularly to evaluators who are strongly committed to scientific values and
evidence-based interventions.

Prioritizing the Responsiveness Requirement as the Top Priority in Evaluation.
The second strategy is to put the emphasis on the responsiveness requirement.
This strategy requires that evaluators use a participatory evaluation approach
and qualitative methods to meet stakeholders’ information needs (e.g.,
Cronback, 1982; Stake, 1975). This method is attractive to evaluators who
view traditional scientific methods as too narrow and rigid to accommodate
stakeholders’ views and to meet their informational needs.

Synthesizing the Scientific and Responsiveness Requirements in Evaluation.
The third general strategy is to synthesize the scientific and responsiveness
requirements in evaluation. This strategy does not prioritize either requirement
as the prime focus and thus avoids maximizing one at the expense of the other.
Evaluations following this strategy may not be able to provide highly rigorous
evidence but can provide good-enough evidence to balance the scientific and
responsiveness requirements.
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The first two strategies have merits. They are especially useful when there
is a strong mandate for evaluation to be either highly rigorous or highly
responsive. However, the author believes that, in many typical intervention
programs, stakeholders are more likely to benefit from evaluations that use
the synthesizing strategy. This book advocates this strategy and formally calls
it the integrated evaluation perspective. Specifically, the integrated evaluation
perspective urges evaluators to develop evaluation theories and approaches
that can synthetically integrate stakeholders’ views and practices, thus
acknowledging the dynamic nature of an intervention program in a commu-
nity, with scientific principles and methods for enhancing the usefulness of
evaluation.

In spite of its conceptual appeals, the integrated evaluation perspective
faces a challenge in developing specific evaluation theories and approaches to
guide the work. It does not have advantages such as the scientific prioritiza-
tion strategy. For example, advocates of the scientific prioritization strategy
can borrow scientific methods and models developed by more matured disci-
plines and apply them to evaluation. The integrated evaluation perspective,
however, does not have this ability because other disciplines do not face the
kind of inconsistency between scientific and responsiveness requirements
experienced in evaluation. They thus do not need to deal with synthesizing
issues. For example, in biomedical research, both researchers and physicians
consistently demand rigorous evidence for a medicine’s efficacy. Accordingly,
biomedical research cannot offer evaluators clues or solutions on synthesizing
the conflict between scientific and responsiveness requirements. The integrated
evaluation perspective, therefore, requires evaluators to develop innovative,
indigenous theories and approaches to synthesize the requirements unique to
the discipline.

This book contributes to the integrated evaluation perspective by introduc-
ing many innovative, indigenous theories and approaches evaluators can use in
balancing the scientific and responsiveness requirements. At the same time, this
book does not neglect traditional theories and approaches promoted by the
scientific prioritization or responsiveness prioritization strategies. Instead, the
author intends to introduce both traditional and innovative evaluation theories
and approaches from these three strategies to enrich evaluators’ toolbox so
they can apply all theories and approaches as needed.

The nature and applications of the integrated evaluation perspective will be
illustrated in detail in Chapters 11, 12, 13, 14, and 135, but its spirit and the
principles it employs to develop indigenous concepts, theories, approaches, and
methodologies are manifested throughout the book.
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PROGRAM COMPLEXITY AND EVALUATION THEORIES

The discussion above of the dynamic and complicated nature of an interven-
tion program in a community raises an interesting issue about program
complexity. Evaluation theorists have different perceptions of how complex
(e.g., in content, context, transformation, and stability) intervention pro-
grams are in general. Some may view these elements as quite stable or as
fixed goals to achieve, whereas others view them as highly complex or fluid.
How theorists view the complexities of a program can influence the theories
or approaches they propose to use (Chen, 2012a).

To allow us to understand the issue, envisioning a continuum of program
complexity is helpful, with reductionism at one end and fluid complexity at the
other end. As discussed in the last section, reductionism postulates that a pro-
gram is stable and can be analytically reduced to a few core elements.

On the other hand, fluid complexity, a concept created by the author for
facilitating discussions, represents the view that an intervention program
needs to constantly change its diverse and interactive elements to address
ongoing environmental turbulences. Under the fluid complexity view, evalua-
tors must speedily collect and analyze any available information on changes
and promptly report the findings to decision makers to quickly adjust and
readjust courses of action. For example, Christopher Columbus’s expedition
team not only had to constantly revise its plans for addressing ongoing exter-
nal threats but also had to completely change its mission. Upon replacing the
original mission of finding a route to India with the new mission of discover-
ing a new world, the expedition was judged an enormous success.

Reductionism has its strengths and limitations. Reductionism has merits in
its easy coexistence with known quantitative methodological and statistical
models. Evaluators can use these methods and techniques to provide rigorous
evidence of an intervention’s efficacy or effectiveness. However, in its purest
form, reductionism oversimplifies a program and provides an unsustainable
solution. Fluid complexity also has its strengths and limitations. It may provide
creative or sustainable solutions for complicated problems; however, at least
for now, common quantitative methods and statistical models are not capable
of effectively analyzing complex, fluid interactions. Furthermore, if a program
is extremely complex and dynamic, then it lacks an entity for meaningful
evaluation. Consultants are then more suitable than evaluators for offering
opinions on how to assess and address problems.

Evaluation theories can be placed somewhere along the reductionist—fluid
complexity continuum. Some are closer to reductionism; some, to fluid com-
plexity. For example, the experimentation evaluation approach, which will be
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discussed in Chapter 10, is closer to the reductionist end of the continuum. On
the other hand, the developmental evaluation approach (Patton, 2011) is closer
to the fluid complexity end of the continuum. The integrated evaluation per-
spective with its related theory-driven evaluation approach proposed in this
book lies close to the middle. The perspective attempts to provide a synthesis of
the different views proposed by reductionism and fluid complexity. It agrees
with fluid complexity that the environment can create uncertainties and pres-
sure stakeholders and evaluators to make changes, but it also proposes that a
program can find proactive measures to reduce uncertainty and maintain a level
of stability. For example, program managers and staff can build partnerships to
buffer political pressure, and particular strategies, such as environmental scan-
ning or problem-solving networks, can be helpful in reducing uncertainties. In
applying the integrated evaluation perspective, this book proposes and examines
many evaluation approaches and methods that consider variables and factors
beyond what reductionism would recognize, but they are not too complex to be
analyzed within existing quantitative and qualitative methods.

It is not clear where real-world programs fall along the continuum. However, it
is clear that every theorist wishes to see or argue that the distribution congregates
where his or her theory lies on the continuum. For example, this author would argue
that real-world programs likely fall along the continuum in a normal (bell shape)
distribution, with the majority at the middle. If this distribution proves true, the
evaluation concepts, approaches, and methods proposed by this book are likely to
be applicable to the majority of typical programs. Of course, other theorists would
disagree. I encourage readers to form their own opinions and join the discussion.

31

WHO SHOULD READ THIS BOOK
AND HOW THEY SHOULD USE IT

This book introduces practical evaluation approaches and methods to evalua-
tors, but it avoids becoming a “cookbook.” The approaches and methods dis-
cussed here are supported by a context of underlying principles and theoretical
justification. This context, it is hoped, delivers knowledge with the latitude and
flexibility program evaluators need to design suitable evaluation models. With
this in mind, this book was prepared for two audiences.

Students

The first anticipated audience is students, especially those interested in
issues related to the practice of evaluation, including the challenges evaluators
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can expect and practical means of dealing with them. The book may liberate
such students from the notion that evaluations are mainly methodological
activities. Students should not feel like mindless number crunchers. The
book will challenge students to seek strategies for broadening basic social
science theories learned in the classroom, linking these to action and inter-
vention theories employed in the field by program staff, evaluators, and
social reformers. This text is ideal for use as a textbook for the following
evaluation courses:

Introductory evaluation course. For an introductory course, the author would
recommend covering Chapters 1 to 12.

Advanced evaluation course. Because of its depth and comprehensive
scope, the book can also be used as one of the books in an advanced
evaluation course. In such a course, instructors are encouraged to cover all
the chapters from Chapters 1 to 15.

Evaluation Practitioners

The second audience is evaluation practitioners, especially those who seek
new knowledge to strengthen their practical skills or expand the scope of their
work. Such practitioners should generally look to the book to broaden their
vision of evaluation alternatives so as to increase their skill at designing evalu-
ations that fit a variety of program circumstances and evaluation purposes.
Seasoned program evaluators may find both valuable insights into established
evaluation strategies and approaches and new, innovative ideas for further
enhancing their practice.

INTRODUCING THE REST OF THE CHAPTERS

In Chapter 2, based upon the fundamental typology of evaluation types dis-
cussed in this chapter, a road map of evaluation options—the “comprehensive
evaluation typology”—is presented. The typology can guide evaluators and
stakeholders in selecting the approaches and methods best suited to meet a
program’s circumstances and the stakeholders’ needs at different program
stages (program planning, initial implementation, mature implementation, and
outcome), as discussed in Chapters 4 through 12. Chapter 3 discusses logic
models and program theory, which are the foundation for understanding and
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describing a program as discussed throughout the book. Chapters 13 to 15
discuss cutting-edge issues in program evaluation.

As will be discussed in Chapter 2, this book can be applied to start-up
programs or established programs. For a start-up program, evaluators may
be asked to evaluate one or more program stages, choosing among the
planning, initial implementation, mature implementation, and outcome
stages. For an established program, evaluators typically are invited to con-
duct evaluation activities at the mature implementation stage and/or the
outcome stage.

QUESTIONS FOR REFLECTION

1. Detail a real-world intervention program and discuss its inputs, transfor-
mation, outputs, and environment.

2. Why is the feedback stage necessary to the success of an intervention pro-
gram?

3. Define formative and summative evaluations. Give examples of each type.

4. Give examples of constructive process, conclusive process, constructive
outcome, and conclusive outcome evaluation types.

5. Compare and contrast the dual formative/summative distinction with the
fundamental evaluation typology.

6. What are hybrid evaluations? Give examples of this type of evaluation.

7. As the head of an agency or organization, how would you ensure that an
internal evaluator provides useful information? How would you ensure
that an external evaluator provides useful information?

8. Why are politics so important when planning to conduct an evaluation?

9. List some examples of potential stakeholders in an intervention program
and explain why evaluators need to engage them when designing and con-
ducting an evaluation.

10. Explain why the success of a program cannot be judged only by its results.
Give examples.

11. Explain why research may be able to focus mainly on scientific credibility,
while evaluation must have both scientific and stakeholder credibility.
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12. Why do evaluators face a dilemma in addressing scientific and responsive-

ness requirements? What are three strategies to address the dilemma?
Which strategy would you take? Why?

13. What is the integrated evaluation perspective? What are the challenges

14.

faced by this perspective?

The author argued that the distribution of real-world programs along the
program complexity continuum may be like a normal bell-shaped distri-
bution. He also mentioned that other theorists would disagree with him.
Why? In your view, what would the distribution look like? Provide
examples and justifications supporting your argument.
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Understand
Approaches to

- Evaluation and
2 Select Ones That
Work

The Comprehensive
Evaluation Typology

his book will introduce a variety of evaluation approaches for readers to include in their

toolbox. These approaches represent the “science” of program evaluation. However, sim-
ply having the tools does not make one a competent evaluator. An evaluator must also know
how to find out stakeholders’ needs, explain various evaluation approaches to them and get
their input, and select an appropriate approach to use. This process is the “art” in the art and
science of program evaluation. A competent evaluator has mastered both the science and art
of the discipline. However, there is much less discussion of the art than of the science. Much
less is written about issues that affect whether the best approach is selected from among the
many available, and the information that is available tends not to be systematically presented.

An analogy about fishing suggests how this gap in program evaluation can make life
more difficult for the program evaluator. To go fishing one needs, first of all, equipment—
the poles and lines, hooks, sinkers, floaters, and bait or lures. Without this basic equip-
ment, fishing is (for most humans) impossible. Possessing equipment and knowing how to
use it, however, do not guarantee success. Choosing the wrong equipment from one’s closet
full of fishing tackle—the wrong size of fishing line, or the wrong hook, or an inappropri-
ate bait for a given fishing spot—probably means ending the day empty-handed, even if
one handles that line, hook, or bait magnificently.
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The vital, yet limited, role of equipment in fishing is seen clearly in the art of
fly-fishing, in which the angler continuously casts and retrieves a line tipped with,
or baited with, an artificial fly. With tackle and casting know-how, any person can
go through the motions of fly fishing. Only those who are accomplished in the art,
however, can count on catching fish most days. A good fly-fishing angler knows
how to choose the right place and time as well as the right artificial fly. Fly-fishing
masters have learned to habitually consider such things as season, currents, play of
light and shade, and surrounding vegetation in addition to their equipment. These
masters can select just the right fly to mimic whatever real fly would inhabit a given
area at a given moment so that the fish strike the fly without suspicion.

Productive fishing is more than equipment and the ability to operate it. To
catch fish, it helps to know fish habits and habitat—favorite foods, favorite pools
or banks, responses to weather, and so on. Upon this kind of understanding is
based “the art of fishing.” Mastery of this art may be gained through trial and
error over a long period of time or, more efficiently, from instruction by someone
experienced in fishing. It may also be developed by studying authoritative books.

What can program evaluators learn from the art of fishing? To begin with,
consider evaluation approaches alone as being analogous to fishing equipment.
This is the scientific aspect of fishing. Only when we have our evaluation
approaches down pat can we set about catching a fish. But although this is a
necessary condition, it remains an insufficient one. Like the average fishing enthu-
siast with a tackle box, an evaluator familiar with evaluation approaches can try
his or her luck, but with no more guarantee of producing a decent evaluation than
of landing a catch. Like fishing in the wrong spot or using the wrong bait, missing
important issues in evaluation design finds the adventurer returning home with no
prize. Evaluation becomes productive only when we go beyond rote approaches
to ply the waters with some knowledge of the art of evaluation. This knowledge
tells us under what conditions stakeholders are more likely to have different
evaluation needs, what kinds of evaluation approaches have the potential to meet
their needs, how to describe these potential approaches to stakeholders, how to
solicit their input, and so on. The comprehensive typology that includes this art is
an expansion of the fundamental evaluation typology discussed in Chapter 1. This
comprehensive typology provides a broader range of ideas about how to use the
art of program evaluation to produce fruitful results.

THE COMPREHENSIVE EVALUATION
TYPOLOGY: MEANS AND ENDS

The comprehensive evaluation typology is based on a program’s life cycle. An
intervention program’s life cycle is characterized by the following four stages:
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program planning, initial implementation, mature implementation, and outcome.
Stakeholders’ evaluation needs vary from one stage to another (Chen, 2005).
Thus, evaluation approaches also differ. Program evaluators need to know which
evaluation strategy and approach, out of the many available, will be best suited
to meet stakeholders’ needs at which program stage. The comprehensive typol-
ogy of practical program evaluation shown in Table 2.1 provides evaluators with
systematic guidance to weighing the circumstances and needs of a given evalua-
tion assignment against the strengths and shortcomings of various evaluation

strategies and approaches.

Table 2.1 A Comprehensive Evaluation Typology: Evaluation Purposes,
Approaches, and Strategies by Program Stage

Program Stages and Evaluation Purposes

Evaluation Approaches

Evaluation Strategies

1. Program-Planning Stage

Provide pertinent information and
assistance to help stakeholders develop
program rationale and plan.

Constructive Tools

Needs assessment
Formative research

Background information
provision

Logic models
Program theory

Development facilitation

Hybrid Tools

Assumption testing Troubleshooting
Pilot-testing

Bilateral empowerment | Partnership

evaluation

Conclusive Tools

Commentary or
advisory meeting

Merit assessment

2. Initial Implementation Stage

Provide timely information on
implementation problems and resources
that will assist stakeholders with fixing
the problem and stabilizing the program.

Constructive Evaluation

Formative evaluation Troubleshooting
Program review/

development meeting

Bilateral empowerment | Partnership

evaluation

(Continued)
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Table 2.1 (Continued)

Program Stages and Evaluation Purposes

Evaluation Approaches

Evaluation Strategies

3. Mature Implementation Stage

Assess the quality of implementation to
serve accountability needs.

Monitor progress of implementation.

Problem identification and solving

Holistically assess implementation
process.

Conclusive Evaluation

Process (fidelity)
evaluation

Performance assessment

Process monitoring

Performance monitoring

Constructive Evaluation

Formative evaluation Troubleshooting
Hybrid Evaluation

Theory-driven process | Enlightenment
evaluation assessment

4. Outcome Stage

Improve the coherence of a program.

Monitor the client’s progress toward
outcomes.

Assess pure independent effects.

Assess joint effects of a real-world
program.

Holistically assess program to serve
accountability and program
improvement needs.

Assess transferability.

Constructive Evaluation

SMART goals

Development facilitation

Evaluability assessment

Development facilitation

Plausibility assessment/
consensus building

Development facilitation

Conclusive Evaluation

Outcome monitoring

Performance monitoring

Validity-focused
outcome evaluation

Performance assessment

Viability evaluation

Performance assessment

Hybrid Evaluation

Real-world outcome

Performance assessment

evaluation Development facilitation
Theory-driven outcome | Enlightenment
evaluation assessment
Transferability Enlightenment
evaluation assessment
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Stages in the Program Life Cycle

The first row of Table 2.1 lays out the four stages of a program’s develop-
ment and highlights the evaluation requirements associated with each stage.
Evaluators can best understand stakeholders’ evaluation needs if informed of
which stage(s) the stakeholders are interested in evaluating.

It is often assumed that a program will move sequentially through these
stages. In reality, programs can go back and forth between stages in a nonlinear
fashion. As an example, consider a program in its mature implementation stage.
The program has been troubled by several major problems with service delivery,
and its stakeholders decide to revise the program plan and return to the initial
implementation stage. Thus, their evaluation needs are different from what they
once were. Similarly, if in its outcome stage a program is found to be ineffective,
its stakeholders could decide to redesign the program, returning to the initial
planning stage.

Evaluators in the field are asked to conduct evaluations for programs at any
stage and at various combinations of stages. When the program is established,
evaluation of its implementation and outcome stages is common; start-up pro-
grams, too, need evaluations at these stages. Start-up programs also frequently
require evaluation during the planning and initial implementation stages. The
following paragraphs discuss the evaluation needs characteristic of each stage.

Program-Planning Stage

The first of the four stages is the program-planning stage. This is the very
beginning. Stakeholders at this stage—for example, program designers—are
developing a plan that will serve as a foundation for organizing and implement-
ing a program at some future date. As we have seen, programs can be complex;
stakeholders often seek considerable help from experts with the hope of devel-
oping a plan of high quality. Today, evaluators are often found among these
experts. In the program-planning stage, stakeholders’ primary evaluation need
is to learn the evaluation concepts, strategies, and activities that can help in the
design and development of a program rationale and a program plan.

Early in Part II of this book, we will read that program evaluation has, across
much of its history, focused on outcomes. Lessons from the field, however, have
plainly taught that program failures are often essentially implementation fail-
ures, and the focus of evaluation has gradually broadened to include processes
as well as outcomes. The current view is that a major part of implementation
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failure can be traced to poor program planning and development. Evaluators
can make important contributions in these areas where attention is most needed.

Initial Implementation Stage

The second stage cited in Table 2.1 is the initial implementation stage. As a
program plan begins to be put into action, much can go wrong. During the initial
implementation stage, a program’s course can be highly fluid and unstable. At this
point, stakeholders need timely feedback on major implementation elements and
identification of the sources of problems. These kinds of data can help stakeholders
to troubleshoot implementation problems and quickly stabilize the program.

Mature Implementation Stage

The mature implementation stage begins when implementation of the pro-
gram has settled into routine activities. Rules and procedures for conducting
program activities are now well established. Stakeholders are likely to be inter-
ested in one or more of the following: continued unearthing of the sources of
immediate problems, generation of data reassuring to those to whom stake-
holders are accountable, and program improvement. Even in maturity, a pro-
gram is subject to problems such as clients’ dissatisfaction with services. A wise
course for stakeholders in a case like this is to seek timely information from
evaluators about the cause of problems. Identifying problems and resolving
them are key to improving a program. Furthermore, as a program matures,
stakeholders may think more about their accountability. Data illustrating the
effectiveness of implementation or the efficiency of service delivery are useful
to stakeholders, who often ask evaluators to find such data if they exist. Finally,
within the mature implementation stage, stakeholders begin to look for strate-
gies of improvement (tied to their need to be accountable, perhaps). They call
on evaluators to provide holistic information through process evaluation with
a purpose that goes beyond assessing the quality of implementation to strength-
ening the program processes.

Outcome Stage

The fourth stage of program development is known as the outcome stage.
Following a period of program maturity, stakeholders inside and outside the pro-
gram want to know whether the program is achieving its goals. An evaluation at
this point can serve any of five primary evaluation needs. First, stakeholders may
rely on evaluators to determine whether a program is ready for outcome evaluation.
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It may not be, and, if it is not, evaluators may be asked for help in building the
program’s “evaluation capacity.” Second, stakeholders may want to monitor their
clients’ progress. Third, stakeholders may ask for information on what the program
would be achieving if it existed in the ideal environment. (Such information can also
help stakeholders decide whether a program should be expanded to other people or
settings.) Fourth, stakeholders may seek to know in detail the program’s effects in
its real-world setting because these, obviously, have a direct bearing on practice.
Finally, some stakeholders may ask evaluators to go beyond traditional evaluation
and its single-minded focus on assessment; they may want an evaluation that serves

both accountability and program improvement needs.

Dynamics of Transition Across Program Stages

Intervention programs are goal-oriented activities. Ideally, the program moves
directionally through the following stages: program-planning, initial implementa-
tion, mature implementation, and, finally, outcome. For the convenience of the
reader, the remaining chapters of this book are arranged according to an ideal
sequence of program stages. In reality, however, as noted above, program stages
may not be linear at all. For example, due to a stakeholder’s dissatisfaction with
the direction of a program, or due to political pressure calling for a change, a
program could move from the mature implementation stage back to the planning
stage rather than moving forward to the outcome stage. Similarly, a program at
the outcome stage may overhaul its operational procedures and move back to the
initial implementation stage. This book accommodates the nonlinear transition
of program stages and the evaluations related to each, as readers can pick and
choose from the chapters and rearrange their reading about evaluation at each
program stage to fit their program’s development.

EVALUATION APPROACHES ASSOCIATED WITH EACH STAGE

An evaluation approach constitutes a systematic set of concrete procedures and
principles that guide the design and conduct of an evaluation. The evaluation
approach determines the evaluation’s focus; it affects the research methods
applied to collect and analyze data, as well as the interpretation of data. In Table
2.1, the second column lists the popular evaluation approaches associated with
each stage. Evaluators can carry these tools in their toolbox and use them as
needed. These approaches are classified in terms of the following functions:
constructive evaluation, conclusive evaluation, or hybrid evaluation. Readers for
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whom the terminology in the table is new should note that subsequent chapters
of the book explore and explain the strategies and approaches in detail.

Planning Stage

Evaluation approaches in the planning stage can be classified into two cat-
egories: constructive and hybrid. These approaches are briefly described as
follows.

Constructive Approaches

At the planning stage, evaluators could apply the following constructive
tools to assist stakeholders with planning an intervention program:

Needs assessment. This approach is useful to identify service needs or gaps
in a community. This tool is discussed in Chapter 4.

Formative research. This tool is used to conduct an in-depth inquiry to
understand the nature and cause of a problem; it is discussed in Chapter 4.

Logic models and program theory. Evaluators use these tools to help stake-
holders effectively describe their programs. A logic model or program theory
is an essential foundation for program planning and evaluation; every evalu-
ation should have this component. These tools are discussed in Chapter 3.

Hybrid Approaches

Relevancy testing. This tool is used to test how realistic a logic model or
program theory is. It is discussed in Chapter 4.

Pilot testing. This tool, also discussed in Chapter 5, is used to test the
feasibility of a program in the field.

Commentary or advisory meeting. Stakeholders and evaluators use this
tool to solicit experts’ opinion on the proposed program’s overall merits or
drawbacks and/or specific strengths and weaknesses for improvement; this
tool is discussed in Chapter 5.

Initial Implementation

Constructive Evaluation

Formative evaluation. The purpose of this evaluation is to troubleshoot
any problems in the early implementation stage. A full discussion of this
evaluation is in Chapter 6.
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Program review/development meeting. The purpose of this meeting is to
ask staff about their experiences to identify any difficulties they are having
with implementing the program. This evaluation is discussed in Chapter 6.

Bilateral empowerment evaluation. This partnership between evaluators and
stakeholders facilitates a mutual learning process that can power the ongoing
improvement of a program. This evaluation is discussed in Chapter 6.

Mature Implementation

Conclusive Evaluation

Process (fidelity) evaluation. The purpose of this evaluation, discussed in
Chapter 7, is to assess whether an intervention has been implemented as it
was intended.

Process monitoring. This evaluation monitors intervention implementation
across months or years, providing general information on whether imple-
mentation is moving in an acceptable direction. It is discussed in Chapter 8.

Hybrid Evaluation

Theory-driven process evaluation. This evaluation not only assesses
whether an implementation is appropriate or not, but also how and why it
is or isn’t working. This evaluation is discussed in Chapter 7.

Constructive Evaluation

Formative evaluation. Formative evaluation can still be applied at the mature
stage. If stakeholders suspect some areas of a program may have problems,
formative evaluation can be applied to identify and troubleshoot them.

Ovutcome Stage

Constructive Outcome Evaluation

The purpose of constructive outcome evaluation is to strengthen a program’s
coherence so as to enhance the program’s success.

SMART goals. This tool is used to ensure that program goals are clear and
measurable. This type of evaluation will be discussed in Chapter 9.

Evaluability assessment. This assessment, also discussed in Chapter 9, is
done to ensure that a program can be evaluated.
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Plausibility assessment/consensus building. This tool ensures that stake-
holders view the program goals as feasible and agree on the goals. This tool
is discussed in Chapter 9.

Conclusive Outcome Evaluation

Validity-focused outcome evaluation. This evaluation stresses rigor in
assessing an intervention’s efficacy or effectiveness. This evaluation is dis-
cussed in Chapter 10.

Outcome monitoring. This tool, discussed in Chapter 8, provides general
information on whether a program is moving in a desirable direction.

Viability evaluation. The purpose of this evaluation is to assess whether an
intervention is likely to survive in the real world; it is discussed in Chapter 15.

Hybrid Outcome Evaluation

Real-world outcome evaluation. This evaluation consists of both construc-
tive and conclusive outcome assessment of a real-world program. It is
discussed in Chapter 11.

Theory-driven outcome evaluation. This evaluation provides information
not only about whether a program is effective, but also on how and why it
is working. This evaluation is discussed in Chapters 12, 13, and 14.

Transferability evaluation. This evaluation provides information useful for
assessing whether a program is transferable from one setting to another. It
is discussed in Chapter 15.

STRATEGIES UNDERLYING EVALUATION APPROACHES

The above evaluation approaches are usually based upon some general strate-
gies. An evaluation strategy is the general path that the evaluator and stake-
holders take or orientation they have in order to fulfill a given evaluation
approach’s purpose. An understanding of these strategies prepares evaluators
to better apply these approaches.

The last column of Table 2.1 lists a strategy used by the corresponding
evaluation approach. For example, merit assessment is one general strategy
employed to serve stakeholders’ accountability needs. Other evaluation strate-
gies include the development and enlightened strategies. The overall evaluation
strategy must be closely related to the stakeholders’ evaluation needs. As seen
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in Table 2.1, typically several evaluation approaches are harnessed together
within one evaluation strategy.

Whereas most stakeholders are unfamiliar with evaluation approaches or
individual research procedures and techniques (evaluators are assumed to be
familiar with these), they are usually acquainted with the general directions that
evaluation strategies can take. For example, stakeholders may not know what
a quasi-experiment is, but they do understand generally what a strategy such as
merit assessment entails. The easiest and best course for evaluators is to deter-
mine the appropriate program evaluation approach by discussing with stake-
holders the strategies the evaluators think will fit the stakeholders’ evaluation
needs. With stakeholders’ input in mind, the evaluators can then lead a discus-
sion of various appropriate evaluation approaches. Too often, evaluators
neglect to engage in dialogue about evaluation strategies, launching right into
the selection of evaluation approaches. The fallout from this practice can be
stakeholders’ uninformed consent to employ whatever evaluation approach the
evaluator recommends. With little or no understanding of what that approach
consists of, stakeholders may, when handed the final report, realize that it is not
what they wanted and does not provide the information they need.

My view of evaluation strategies and approaches has been greatly influenced
by my acquaintance with the following case of misdirected evaluation as briefly
mentioned before. The client was a group of high-performing community-based
organizations seeking to provide capacity-building services to similar but less
accomplished organizations. A skilled and respected evaluator carried out the
project. Before beginning, this evaluator met with stakeholders several times to
discuss potential evaluation approaches. The parties decided to adopt mixed
methods to assess the results of the capacity-building program. The final evalu-
ation report provided a detailed pros-and-cons assessment of the program,
expressing in general a favorable position toward the project. Unfortunately,
those anticipated to be the program’s service providers complained that the
evaluation offered few insights into improving their program. The generated
information was of the wrong kind, they protested, because the evaluation
failed to reflect their needs and views. In the end, it became clear that the ser-
vice providers had wanted a construction-oriented evaluation, whereas the
evaluator had conducted a conclusion-oriented evaluation.

This is not a case easily dismissed by blaming the service providers for mis-
stating their evaluation needs at the beginning or for changing their minds later
on. Upon review of the project with the evaluator and the service providers, it
appeared that the heart of this problem was an absence of effective tools with
which stakeholders could voice their evaluation needs and identify suitable
accompanying evaluation approaches.
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This comprehensive evaluation typology illustrated in Table 2.1 includes both
evaluation approaches that are frequently used and cutting-edge approaches
that will be greatly used in the future. This chapter intends mainly to provide a
bird’s-eye view of various evaluation strategies and approaches that evaluators
and stakeholders could choose at a particular program stage. Readers for whom
the terminology in the table is new should note that subsequent chapters of the
book explore and explain the strategies and approaches in detail.

To begin, there are four general categories of strategies included in the com-
prehensive typology of program evaluation: merit assessment, development,
enlightenment, and partnership.

Merit Assessment Strategies

Merit assessment strategies are those that can provide information about the
performance or merit of a program. Two merit assessment strategies frequently
used by evaluators are the performance assessment strategy and the perfor-
mance-monitoring strategy.

Performance Assessment Strategy

Performance assessment is the use of rigorous designs to provide credible infor-
mation about a program’s merit in terms of either its implementation process or
its outcomes. The performance assessment strategy is part of a long-standing,
influential tradition in program evaluation. As discussed in the section on evalua-
tion types in Chapter 1, the performance assessment of a program does not have
to wait till the outcome stage; it could happen even at the planning stage. For
example, stakeholders could ask evaluators or independent experts to conduct a
conclusive evaluation of whether a program plan should move forward or not.
Performance assessment can also be carried out at the mature implementation
stage. Fidelity evaluation is a type of process evaluation that assesses whether a
program has been or is being implemented according to expectations. Another
approach popularly used with the performance assessment strategy is the outcome
evaluation, which assesses a program’s success in reaching its goals.

Performance-Monitoring Strategy

The performance-monitoring strategy uses indicators to follow the imple-
mentation process and outcomes of a program across time. In a drug treatment
program, for example, evaluators might monitor clients’ drug use both before
and after they experience the intervention. The performance-monitoring strat-
egy comprises two well-known approaches: process monitoring and outcome
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monitoring. Process monitoring cannot produce as much in-depth information
about a program’s implementation as does process evaluation; neither is out-
come monitoring likely to produce convincing data about an intervention’s
effect on outcomes the way outcome evaluation can. In their defense, however,
process monitoring and outcome monitoring are useful for managing a program
and likely to cost less than typical process evaluation and outcome evaluation.

Development Strategies

Development strategies collect evaluative data relatively quickly in order to
assist stakeholders with program planning or development. Three development
strategies are well established in program evaluation: the background informa-
tion provision strategy, the troubleshooting strategy, and the development
facilitation strategy.

Background Information Provision Strategy

Evaluators use the background information provision strategy to research a
program’s community characteristics and needs, target population characteris-
tics, and/or intervention options. The information gathered should help pro-
gram designers and other stakeholders plan or strengthen a program.
Evaluation approaches suited to this strategy include needs assessment and
formative research. Needs assessment refers to determining and prioritizing the
needs of a community or target population, such as when an agency asks what
kinds of youth services are most needed in a community. In such a case, pro-
gram evaluators might systematically interview youths, parents, and commu-
nity leaders to help the agency answer its question. Formative research differs
from needs assessment in that it places greater emphasis on identifying or pri-
oritizing needs. Formative research consists of gathering empirical information
on community and target population characteristics, as well as intervention
options, to help stakeholders plan and develop programs. For example, pro-
gram designers who are uncertain what kind of drug prevention program
would be best received by new immigrants might engage program evaluators
to manage a survey or focus group meeting, obtaining information that enables
the program designers to make a decision.

Troubleshooting Strategy

The troubleshooting strategy is a system for identifying difficulties that pro-
grams are having and addressing them. The troubleshooting strategy is used,
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first, to provide a timely assessment of barriers and/or problems facing a pro-
gram; its second use is to identify options available to stakeholders to address
difficulties. The value of this strategy lies in its potential ability to effectively
identify an implementation problem before major damage occurs. Evaluators
using this strategy must also provide stakeholders with information that facili-
tates resolution of the problem. The troubleshooting strategy is associated with
use of the formative evaluation, relevancy testing, pilot-testing, and commen-
tary and advisory approaches.

Formative evaluation is associated with research methods that are flexible to
use, are easy to adopt in the field, and have a short turnaround time. For
example, focus groups and participant observations can be used to collect, in
timely fashion, facts about barriers and problems in implementation that then
can be used to strengthen the program. Having chosen to target newly arrived
immigrants, for instance, an HIV prevention program further decides to serve
them with group counseling. After the implementation is carried out, evalua-
tors are contracted to look for potential problems in the recently completed
process. Using formative evaluation, evaluators interview a sample of the cli-
ents and quickly learn that some clients—Asian immigrants—are uncomfort-
able in group discussions of sexual behavior. The prompt feedback made
available to the program director by the formative evaluation approach
prompted modification of the program to better serve this particular immigrant
group.

Formative evaluation and formative research (an approach affiliated with
the background information provision strategy) are both research activities, yet
with an important difference: Whereas formative evaluation examines directly
the program’s implementation, formative research is usually carried out before
implementation and produces background information related to program
planning. For example, the evaluator tackling the above assignment from a
formative research approach might study a target group’s cultural background
as it relates to sexual behavior in hopes of facilitating program design deci-
sions. An evaluator using the formative evaluation approach would evaluate
the given target population’s experience with the program itself.

The troubleshooting strategy also includes reality testing. Reality testing is
the small-scale assessment of causal assumptions underlying a program and
whether these assumptions hold up in the field. Reality testing can be used to
strengthen the soundness of a change model. In contrast, the pilot-testing
approach to the troubleshooting strategy involves actually operating the pro-
gram on a very small scale. Unlike relevancy testing, pilot testing usually
focuses on the action model. The information and experience gained from pilot
testing can help strengthen a program before formal implementation begins



Chapter 2 Understand Approaches to Evaluation

because areas needing modification can be fixed early and prevented from
affecting the full-scale implementation. Another troubleshooting strategy is the
commentary and advisory approach, in which data are not from the field.
Instead, the expertise of evaluators is tapped as they review and comment on
an existing action model and change model. They advise stakeholders about
probable strengths and weaknesses of the model and offer suggestions for
improvement. Finally, the program review/development meeting approach gen-
erates insights through systematic discussions in a meeting format among a
group of program implementers and staff. With the evaluator providing facili-
tation, the experiences of a program are discussed, any implementation prob-
lems are dissected, barriers to and facilitators of these problems are identified,
and strategies are developed to strengthen the program.

Development Facilitation Strategy

Evaluators’ knowledge and skills are also central to the development facilita-
tion strategy, which is defined in this book as the use of such expertise to help
key stakeholders in a meeting/workshop setting. The development facilitation
strategy functions to facilitate the stakeholders’ efforts to develop or fine-tune
the logic of a program or to identify its problems and seek programmatic solu-
tions for them. Using this strategy, evaluators become facilitators and consul-
tants, essentially; Patton (2011) and Guba and Lincoln (1989) have emphasized
the value of this method for solidifying a common vision, winning support, and
broadening a program’s capacity. Expert evaluators can draw on their program
evaluation skills to contribute greatly to the development of coherent programs
that are logical in their foundations and feasible to implement.

Some evaluation approaches associated with the development facilitation
strategy are the conceptualization facilitation approach, such as logic models
and program theory discussed in Chapter 3. In the case of program theory, the
conceptualization facilitation approach requires evaluators to work as facilita-
tors and consultants, clarifying stakeholders’ ideas about their program theory
ideas, especially those concerning action and change models, and then facilitat-
ing their efforts to develop these models.

Enlightenment Strategy

Stakeholders may, of course, seek program evaluation in response to account-
ability needs as well as those of program improvement. As discussed in Chapter
1, program improvement remains the ultimate goal of program evaluation, and
pure performance evaluation has little to say about improving programs.
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Nonetheless, it is possible to design evaluations to meet both kinds of needs. The
key is to extend the evaluation beyond conclusive assessment by examining the
underlying assumptions and mechanisms that mediate the effects of the pro-
gram. Evaluators with this orientation are practicing the enlightenment strategy.
Enlightenment strategy is discussed at length in the literature. In general, it arises
from the position that “assessment is means, program improvement is end.” The
work by Cronbach (1982) is regarded as a pioneering in the development of the
enlightenment strategy.

Enlightenment strategy is usually applied via a hybrid type of evaluation,
that is, one that provides both conclusive and constructive information. For
example, in the program-planning stage, evaluators could be asked to do a
hybrid conclusive/constructive assessment of a program plan. They would pro-
vide information on the overall merit of the plan as well as detailed, concrete
suggestions for how to improve the plan. Similarly, evaluators could conduct a
conclusive/constructive process evaluation at the mature implementation pro-
gram stage by not only assessing whether a program has been or is being imple-
mented according to expectations but also providing empirical information
that speaks to how decision makers might improve the implementation process.
In the outcome stage, theory-driven outcome evaluation is a hybrid evaluation
type that provides information not only about whether an intervention has
worked or not but also about why and how the intervention worked. This
information can be used for future program improvement.

Partnership Strategy

The final strategy presented in this section of the book is the partnership
strategy, in which stakeholders invite evaluators to be partners in planning and
implementing programs. The parties work closely together at every step, with
evaluation information introduced regularly to support their effort to develop
and implement a program. This strategy, and the bilateral empowerment
approach that accompanies it, presents something of a challenge to the tradi-
tional foci of evaluation. Bilateral empowerment means that the participating
evaluators are granted membership on the development team. Accordingly,
they have direct input to how development and evaluation issues are handled;
that is, evaluators participate in the decision-making process. Bilateral empow-
erment may work best with programs that have vague notions about goals,
interventions, and implementation. This strategy and this approach have
gained momentum in the literature concerning community coalition evaluation
(e.g., Goodman, Wandersman, Chinman, Imm, & Morrissey, 1996).
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APPLYING THE TYPOLOGY: STEPS TO TAKE

The purpose of the comprehensive evaluation typology is to associate particu-
lar evaluation strategies and approaches with particular program stages and
stakeholder needs (see Table 2.1). The stakeholders of a program in its initial
implementation stage, for example, need an evaluation strategy and approach
that move quickly to tackle immediate implementation problems. The typology
demonstrates a very clear truth: that program evaluation is situational. No
single evaluation strategy, approach, or method can succeed with every possible
evaluation need or situation. Means of evaluation that are fruitful in one case
may be fruitless—or even misleading—in others. The performance assessment
strategy, for instance, although plainly useful when the need is for accountabil-
ity of a program in its mature implementation stage, could produce question-
able results if employed with an immature program. This is because the only
input stakeholders can actually use early on is timely information that helps to
stabilize early implementation.

The comprehensive evaluation typology as it appears in Table 2.1 was
crafted as a “map” of the art of evaluation for evaluators and stakeholders to
review together. An evaluator might want to proceed through the typology with
stakeholders, identifying the evaluation approaches and strategies best suited to
the evaluation the stakeholders seek. Taking the following steps in sequence
should bring the evaluator to the finish line in good shape.

1. Identify the program stage that is of interest. Stakeholders usually
express evaluation needs in general, abstract terms. The evaluator must create
precision in the discussion by facilitating a choice about exactly which program
stage(s) should be the focus of investigation. When stakeholders request evalu-
ation of a program implementation, they must decide whether they mean its
initial implementation or its mature implementation, because the two are not
the same. Lack of expressed stage-specific needs, understood by both stake-
holders and evaluators, can end in the choosing of mismatched strategies and
approaches, producing a useless evaluation. Stakeholders cannot be blamed for
misunderstandings about evaluation needs because it is the evaluator’s respon-
sibility to thoroughly grasp stakeholders’ intentions before designing an evalu-
ation. Information obtained in the course of articulating or clarifying
stakeholders’ needs will advance the effort to select the best evaluation strategy
and approach for the task.

2. Choose an evaluation strategy and approach that match stakeholders’
internallexternal purposes. Having settled the issue of program stage, the
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evaluator must quiz stakeholders about the eventual audience for the evalua-
tive information. Does it have an internal purpose, external purpose, or both?
This is crucial when selecting an evaluation strategy. In general, if the informa-
tion mainly will be used internally to find and fix implementation problems,
then the development facilitation strategy is a good choice. For example, stake-
holders desiring to troubleshoot their programs will find constructive evalua-
tion to be valuable. For an audience outside the program, however, evaluators
and stakeholders might use an assessment strategy, because assessment strate-
gies provide much information that satisfies accountability requirements. A
performance assessment strategy used at the outcome stage, for example, can
be used to rigorously assess the effects of a program. But should the stakehold-
ers need evaluative information that serves program improvement needs as well
as accountability needs, then the enlightenment strategy is the best choice.

With the strategy question answered, it is time to choose an appropriate,
stage-specific evaluation approach (or approaches). Each strategy included in
the typology is linked to one or more evaluation approaches, and each of those
is, in turn, affiliated with a number of research methods. All of these options
demonstrate strengths and weaknesses in terms of the basic qualities of evalu-
ations: timeliness, rigor, thoroughness, and cost. Stakeholders must be willing
to make trade-offs among these qualities, with an adequate understanding of
the pros and cons of each option.

First, an acceptable compromise needs to be reached concerning the timeli-
ness, rigor, and cost of evaluation. There is a tendency (or at least a desire)
among evaluators to take whatever evaluation approach is the most rigorous.
Rigorously designed evaluations with stringent methodologies are likely to be
accepted by the scientific community and perhaps published in prestigious
journals. However, rigorously designed evaluations with stringent methodolo-
gies are usually expensive, and stakeholders may not have the necessary funds.
Similarly, rigorous designs cannot be completed quickly, and stakeholders may
be working within a window that accommodates client or community needs
rather than scholarly ones. To make a generalization, the evaluation
approaches and research methods within the assessment and enlightenment
strategies of the typology demand more scientific rigor and so take more time
to finish. On the other hand, the evaluation approaches under the typology’s
development strategies, although they manifest a brevity that loves deadlines,
also embrace “flexible” methods like the focus group, which can be construed
as departing from the rigor of the established scientific standard. This book
certainly endorses the use of rigorous designs and methods where and when
feasible. It equally reiterates that program evaluation is an applied science.
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Serving stakeholders’ needs as responsively as possible must remain a para-
mount concern as the evaluation approach and research method are selected.
Rigor is @ major factor, not the major factor, for the evaluator’s consideration.
So, if stakeholders offer sufficient money to support rigorous designs and
methodologies, evaluators should exploit this. When money or time is neces-
sarily limited, however, evaluators should not feel compelled to advocate an
evaluation approach and research method that would be a financial burden or
come to its conclusions belatedly.

One trade-off may be between time and thoroughness. The methods of out-
come evaluation (such as efficacy evaluation or effectiveness evaluation) are
rigorous and lengthy, whereas those of outcome monitoring are less demand-
ing. Stakeholders whose priority is highly credible and precise information
about a program’s effects want outcome evaluation. Stakeholders on a tight
budget of cash, time, or both want something else. If they want simply some
rapid feedback about clients’ progress, it would be inappropriate for an evalu-
ator to advocate an expensive outcome evaluation when less costly outcome
monitoring could also provide that feedback. The evaluator’s role is to inform
stakeholders that such an option exists and that it represents a trade-off, but
one that will conserve their time and money.

Another trade-off is between cost and thoroughness. Evaluative information
can be costly; the deeper an evaluation delves, the costlier it becomes. Programs
are almost always constrained by cost, and the evaluation of results is of neces-
sity a trade-off between evaluative product and price. Stakeholders with a
program in the planning stage need to realize that they can save money by
seeking only an evaluator’s comments on a program plan if they can forgo the
deeper data that costlier formative research or needs assessment would provide.
Of course, if evaluator comments are unlikely to shed any new light on the
program plan, the stakeholders might be better off waiting until they can afford
the more expensive option.

3. Communicate to stakeholders the facts about the chosen evaluation
strategylapproach and research method. When the evaluator has determined
which evaluation strategy, evaluation approach, and research method fit the
assignment best, he or she must explain them carefully to the stakeholders.
Stakeholders should be especially well instructed about the kind of information
that will be the final product. Communication helps prevent misunderstanding
between stakeholders and evaluator. It gives stakeholders an opportunity to
voice any doubts about the proposed evaluation’s capacity to meet their needs.
(Any evidence of such doubt should cause the evaluator to reexamine the
options.) Finally, free-flowing communication with stakeholders also gives
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evaluators a forum for detailing the kind of support expected from stakehold-
ers throughout the evaluation process.

EVALUATION RANGING ACROSS SEVERAL PROGRAM STAGES

Program evaluators are frequently engaged to conduct multiple-entry evalua-
tions, that is, evaluations across program stages. Before beginning, conflicts of
interest that could be incurred by such multitasking must be addressed.
Generally speaking, when the various tasks all fall within the domain of the
development strategies or the domain of the assessment/enlightenment strate-
gies, conflict of interest is negligible. Evaluators can, for example, carry out
evaluation activities that assist in the development of a program plan and also,
later on, provide the data to facilitate program implementation. Because each
evaluation is confined to one phase and thus is of a consistent nature, the
evaluations complement each other instead of competing with each other.
Similarly, no conflict results when an evaluator performs assessment evaluation
during the implementation stage and goes on to assess the program’s effective-
ness in the outcome stage. The natures of the two evaluations are compatible.

Attention to conflict of interest is warranted when evaluators doing devel-
opment-oriented work with programs in their early stages subsequently
become responsible for assessing program performance/merit in later stages.
Whether an actual conflict exists depends on the strategies and approaches
involved and on whether evaluators had a direct role in the decisions made
about program planning and implementation. Conflicts of interest are quite
likely to occur when evaluators conduct bilateral empowerment evaluation,
becoming active members of design/development teams (as in the development
partnership strategy described above), then later assume responsibility for
assessing program merit. A team member—evaluator is seen as having a vested
interest in the program. If he or she were to declare the program successful,
the credibility of the outcome could well be suspect. Following completion of
empowerment-based evaluation projects, it is much better to secure new
evaluation professionals to carry out any assessment or enlightenment type of
evaluation.

Evaluators whose involvement in the development facilitation strategy is
limited to facilitating the work of stakeholders are not prohibited from con-
ducting assessment or enlightenment types of evaluation of the program during
later stages. An evaluator’s “vested interest” is not at issue in cases in which
evaluators conducted needs assessment, formative research, or formative evalu-
ation (in the program-planning stage) for the benefit of stakeholders designing
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or developing their program. This facilitation experience is not grounds to
exclude these evaluators from evaluating the program’s implementation and
effectiveness later on. In the same way, an evaluator who has worked to facili-
tate stakeholders’ development of a logic model or program theory is not
barred from later conducting assessments of the program. However, as a pre-
cautionary measure to protect the perceived credibility of an evaluation, evalu-
ators in these situations need to do three things. They must first offer up for
discussion and scrutiny the fact and the nature of their earlier involvement in
development activity. Second, they must make it clear to stakeholders that the
requirements for evaluating programs in later stages differ from requirements
for development-oriented evaluations. As a final condition, they must docu-
ment explicitly how they arrived at the major conclusions of their evaluations.

DYNAMICS OF EVALUATION ENTRIES INTO PROGRAM STAGES

The application of evaluation along program stages is dynamic in nature.
Evaluators might be asked to conduct an evaluation focusing on either any one
stage or a combination of stages. Figure 2.1 highlights the dynamics of such
evaluation application.

The center section of Figure 2.1 indicates that program stages ideally move
from planning to initial implementation to mature implementation and, even-
tually, to outcomes. It is possible, however, to move in a nonlinear fashion.
Figure 2.1 demonstrates both single-entry and multiple-entry evaluation. The
definitions of these two types of evaluation, as well as how to apply this book
to conducting these two types of evaluations, are presented below.

1. Single-Entry Evaluation

In single-entry evaluation, evaluators focus their evaluation on a single
program stage. This book is organized in a way that accommodates a single-
entry evaluation. As long as readers have a basic knowledge of the information
found in Chapters 1 through 3, they can go directly to the chapter that applies
to the stage of evaluation in which they are interested. For example, if evalu-
ators are interested in outcome evaluation, they can move from Chapter 3
directly to Chapters 9 to 12, which discuss the major issues of outcome evalu-
ation; they do not have to refer to Chapters 4 through 8 in order to conduct
an outcome evaluation, though these chapters may still prove helpful.
Similarly, readers who are interested in program planning can move from
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Figure 2.1 Single-Entry Evaluation Versus Multiple-Entry Evaluation

Single-entry
evaluation
Program Initial Mature
) . . > . . >  Outcome
planning implementation implementation

A

Multiple-entry
evaluation

Chapter 3 to Chapters 4 and 5, which discuss evaluation approaches used in
the planning stage. Readers interested in conducting an evaluation at the ini-
tial implementation stage can move from Chapter 3 to Chapter 6; readers
interested in process evaluation can move from Chapter 3 to Chapter 7; read-
ers interested in program monitoring can move from Chapter 3 to Chapter 8;
and readers interested in outcome evaluation can move from Chapter 3 to
Chapters 9 to 12. Chapters 13 to 15 are devoted to discussing cutting-edge
issues in different program stages.

2, Multiple-Entry Evaluation

In multiple-entry evaluation, evaluators conduct an evaluation that focuses
on two or more program stages. For example, at the beginning of a program,
evaluators may be asked to conduct an evaluation of any two or more program
stages, from planning to outcome. Similarly, in an established program, evalu-
ators may be asked to conduct an evaluation covering both the implementation
and outcome stages. This book can be used effectively to guide multiple-entry
evaluations. After evaluators and stakeholders have decided which combina-
tion of program stages or evaluation approaches are to be used, evaluators can
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read the chapters relevant to these stages. For example, if evaluators are asked
to conduct process evaluation and outcome evaluation, they could refer to
Chapter 7 and Chapters 10-12. Similarly, if they are asked to conduct evalua-
tion in the program-planning and initial implementation stages, they could
refer to Chapters 3 to 6.

The program stages in a multiple-entry evaluation could proceed in a non-
linear sequence. For example, imagine that stakeholders are not happy with
their existing program. They may ask evaluators to conduct an evaluation at
the mature implementation stage so the decision makers can learn from their
mistakes and then ask evaluators to conduct evaluations at the planning stage
to facilitate the development of a new program. In this case, the evaluators
could refer to Chapter 7 first and then to Chapters 3 to 5.

QUESTIONS FOR REFLECTION

1. Is program evaluation a science, an art, or both? Explain your reasoning.
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2. Describe the four program stages of the comprehensive evaluation typology. Explain

why evaluation needs vary across these stages.

3. What may cause a program to move back and forth among the stages, instead of
moving in chronological order? Is it important for the evaluation to skip around as

well, if this happens? Why or why not?

4. Why is an evaluation strategy needed? Describe four general strategies used by evalu-

ators to guide a selection of evaluation approaches.
Discuss the merit assessment strategy. Give examples.
Discuss the development strategy. Give examples.
Discuss the enlightenment strategy. Give examples.

Discuss the partnership strategy. Give examples.

Y *© N & =

process makes evaluation challenging.

Why is program evaluation a situational process? Discuss why its being a situation

10. Discuss single-entry evaluation and multiple-entry evaluation. How are they similar,

and how do they differ? Give examples of each.

11. Discuss major challenges in conducting multiple-entry evaluation.



CHAPTER 3

_ Logic Models and
:» the Action Model/
AL Chdl‘lge Model
“ Schema (Program
Theory)

As discussed in Chapter 1, an intervention program is often complicated. Stakeholders
need help with meaningfully describing their programs for program-planning and
evaluation purposes. This chapter will introduce two tools that evaluators could use to
facilitate stakeholders in developing a better description of their program. These two tools
are logic models and the action model/change model schema (program theory). These two
tools have their own emphases and merits. As will be illustrated, logic models are popular
and relatively easy to use, and they are very useful for reducing a complicated program to
a set of meaningful, manageable components. The action model/change model schema is
more elaborate and takes more time to learn than do logic models. The schema is more
useful when program planning or evaluation need to address contextual factors and causal
mechanisms. This book encourages evaluators and stakeholders to apply either or both
logic models and the action model/change model schema when facilitating stakeholders
with the description of an intervention program and guiding them in evaluation design.

LOGIC MODELS

A logic model is a graphical representation of the relationship between a program’s day-
to-day activities and its outcomes (Julian, Jones, & Deyo, 1995; Kaplan & Garrett, 2005;
Wyatt Knowlton & Phillips, 2013; McLaughlin & Jordan, 1999). Wholey (1979) rendered
the logic model in two primary parts: the program components and the goals and effects
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of the program. Program components are activities that can, either conceptu-
ally or administratively, be grouped together.

Building on Wholey’s work, subsequent versions of the logic model have
tended to add parts to the original. One popular twist on the model is the ver-
sion developed by the United Way of America (1996). With it, evaluators of
United Way programs consistently examine inputs, activities, outputs, and out-
comes. In this logic model, inputs are defined as resources dedicated to or con-
sumed by the program: money, supplies, staff, and even ideas. Activities in this
model comprise services the program provides or work it performs to fulfill its
mission; examples include recruiting and training staff, counseling clients, pro-
viding referral services, and educating the public. Ousputs are defined as the
direct products of program activities: number of clients served, number of
classes taught, amount of goods distributed, and so on. Finally, this logic model
defines outcomes as the benefits resulting from program activities, such as
improved health, new knowledge, better skills, and higher income. These ele-
ments’ relationships to each other are illustrated in Figure 3.1.

The relationships among the components in Figure 3.1 are connected by a chain
of “if ... then ...” statements. Therefore, the relationship between the inputs com-
ponent and activities component in a logic model is read as “If you have these
resources as inputs, then you can use them to accomplish your planned activities.”
Similarly, the relationship between the activities component and outputs compo-
nent is read as “If you accomplish your planned activities, then you will deliver
these services or products.” The relationship between the outputs component and
outcomes component is read as “If you accomplished your planned outputs, then
your participants will experience these beneficial outcomes.”

With regard to outcomes, it is important to point out that they can occur at
different levels. Some programs may focus on individual- or client-level out-
comes. Outcomes at this level usually mean that participants are better off due
to an intervention in areas such as knowledge, skills, finances, health, and so
on. Outcomes can also happen at the group, organization, or community level.
For example, a community-wide violence prevention program may target
reducing violent crime rates in a community.

The basic components of a logic model discussed above can be expanded.
For example, stakeholders and evaluators could expand the outcomes compo-
nent into short-term outcomes and long-term outcomes. Similarly, a logic
model can add a “constraints” or “external factor” component to the bottom
of the figure. This component represents social, cultural, political, economic,
cultural, or geographic factors that may help or hinder a program’s success.

The output component of the logic model is particularly useful for monitor-
ing purposes. For example, consider a logic model of a school-based dental care
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Figure 3.1

Introduction

The United Way's Logic Model

Inputs

Activities

Y

Outputs

to or consumed by
the program

Examples

o Money

o Staff and staff time

¢ Volunteers and
volunteer time

o Facilities

e Equipment and
supplies

Resources dedicated

What the program
does with the inputs
to fulfill its mission

Examples

* Feed and shelter
homeless families
 Provide job training
o Educate the public
about signs of child
abuse

e Counsel pregnant
women

» Create mentoring

The direct products
of program activities

Examples

o Number of classes
taught

¢ Number of counseling
sessions conducted

o Number of educational
materials distributed

o Number of hours of
service delivered

o Number of participants

o

—> Outcomes

Benefits for
participants during and
after program activities

Examples

o New knowledge

o Increased skills

* Changed attitudes or
values

¢ Modified behavior

o Improved condition

o Altered status

relationships for youth served

Constraints on the
program

Examples

e Laws

* Regulations
o Funders’ requirements

SOURCE: From United Way Worldwide Task Force on Impact. (1996). Measuring outcome: A practical approach.
Alexandria, VA: United Way of America. Reprinted with permission.

program. The model could quantify the program’s outputs, such as the number
of students participating, the number of dental health brochures distributed,
the number of service and education sessions conducted, and the number of
schools participating. To that end, it would provide milestones for measuring a
program’s ongoing progress (a topic discussed extensively in Chapter 8 on
program monitoring).

For a logic model to be useful, evaluators must engage the intervention pro-
gram’s stakeholders in its development (CDC, 1999). Stakeholder engagement
allows all interested parties to reach an understanding of and agreement about
program outcomes and other components. In this way, the purpose of developing
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a logic model is not simply to produce a one-page diagram. Rather, the experi-
ence of participating in the model’s development enhances stakeholders’ buy-in
to the model. This higher level of support may be key to their motivation to
undertake activities outlined in the logic model.

The literature has pointed out additional merits of logic models, including
the following:

e The format of logic models is frequently cited as useful for evaluators and
stakeholders seeking to identify major program components and indica-
tors (Julian et al., 1995; McLaughlin & Jordan, 1999).

e The visual presentation of a program in a logic model enhances stake-
holders’ understanding of program goals and resources needed for the
program (Julian et al., 1995; Renger & Titcomb, 2002).

Logic models are popular in program planning. Indeed, many funding agen-
cies require that a logic model be included with an application for funding.

Additional Examples of Applying Logic Models

A health district in the state of Georgia and Mercer University Public Health
Program entered into a formal partnership to form the Academic Health
Department (AHD). The AHD would benefit both the health department, by
addressing its shortage of staff, and the university, by providing students with
practical learning experiences. Key partners have developed a logic model of
the AHD to facilitate communication about the initiative and to guide plan-
ning, implementation, and evaluation activities (Turner, Chen, Harvey, Smith,
& Redding, 2014). The major components of AHD relevant to these objectives
are illustrated in Figure 3.2.

Figure 3.3 illustrates how to use a logic model to describe a CDC project to
reduce the risk of heart disease and stroke. The inputs are funding and clinic
partners. With these inputs, medical teams are educated about clinical guide-
lines and trained in the chronic care model (CCM). The outputs are teams that
are educated on the clinical guidelines and trained in CCM. Short-term out-
comes are the implementation of CCM and more appropriate treatment for
high blood pressure (HBP). Following this, the intermediate outcome is an
increase in the number of patients who have their blood pressure under control.
This leads ultimately to the long-term outcome, a decrease in heart disease and
stroke. This logic model assumes that clinicians will sustain their application of
CCM once trained in it and that patients will sustain healthy behaviors after
learning them.
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Figure 3.3 logic Model to Decrease Heart Disease and Stroke
Inputs Activities Outputs Short-term Intermediate Long-term
Outcomes Outcomes Outcomes
Funding E@cate Clinic Increasg in
clinic teams __y|appropriate
teams || educated treatment
about about for HBP Increase in # Decrease in
Clinic clinical clinical of_ patients heart disease
Partners guidelines guidelines with HBP | and stroke
C under control among clinic
patients
Y
Provide Clinic Clinic
training to teams teams |
clinic trained in implement
teams in CCM CCM
the CCM
Assumptions: CCM changes are maintained Contextual factors: Prevalence of risk
by clinics. Patients maintain blood pressure factors and hypertension increasing.
control.

SOURCE: Centers for Disease Control and Prevention, http://www.cdc.gov/dhdsp/programs/nhdsp_program/

evaluation_guides/docs/logic_model.pdf

NOTE: CCM = chronic care model; HBP = high blood pressure.

The third example, shown in Figure 3.4, is a crime prevention program that
uses a slightly different variation of the logic model. In this format, the program’s
objectives are listed first. The objectives state what the following activities are
intended to achieve. Note that objectives are not interchangeable with inputs;
inputs are not included in this logic model.

In the program modeled in Figure 3.4, the objectives are to increase the
community’s role in crime prevention, educate the public about crime and
crime prevention, and reduce the incidence of burglary and robbery. The
activities are to establish a Neighborhood Watch group, hold quarterly
Neighborhood Watch meetings, conduct nightly patrols, have police conduct
home security surveys upon request, and distribute a crime warning and
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prevention flier to each neighborhood home quarterly. The number of out-
puts and process measures is extensive. The outputs and process measures are
designed to determine whether a Neighborhood Watch group has been orga-
nized that is helping residents to recognize individuals from outside their
communities. If the Neighborhood Watch signs are displayed in the commu-
nity and residents report illegal activity to the police, potential offenders will
be deterred from committing crimes in that area. Moreover, if criminals do
invade homes, they will have a more difficult time getting in and a higher
chance of getting caught. Increased reporting of suspicious behavior by com-
munity members to the appropriate authorities should reduce the number of
crimes that take place in the area. Overall, outcomes will be measured by
tracking the number of crime reports to police, crime tips to police, and bur-
glaries. The prior example dealing with a health care intervention distin-
guished among short-term, intermediate, and long-term outcomes, whereas
this model does not because such a distinction is not necessary for the pro-
gram it describes.

PROGRAM THEORY

Program theory is another conceptual framework that evaluators use to facilitate
stakeholders in describing an intervention program or to guide an evaluation
(Chen, 1990,2005,2012a; Chen & Turner, 2012; Coryn et al., 2011; Donaldson,
2007; Fulbright-Anderson, Kubisch, & Connell, 1998; Funnell & Rogers, 2011;
Nkwake, 2013; Rossi et al., 2004; Weiss, 1998). Program theory is related to
logic models but distinct from them. It emerged from the tradition of theory-
driven evaluation (Chen, 1990; Chen & Rossi, 1980; Coryn et al., 2011).

The benefits of program theory for evaluation are well documented in the
literature. For example, Bickman (1987) discussed the usefulness of program
theory for improving the generalizability of evaluation results, contributing to
social science theory, uncovering unintended effects, and achieving consensus
in evaluation planning. Weiss (1998) noted that an advantage of program the-
ory is that it provides early indications of program effectiveness. She also found
program theory helpful for explaining the occurrence of program effects, thus
enhancing the relevance of evaluation. In addition, Chapters 12 and 14 of the
book will show that program theory can further advance evaluation knowledge
and methodology by assessing and comparing the relative strengths and limita-
tions of formal theory-based interventions versus stakeholder theory-based
interventions (Chen & Turner, 2012).
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One popular definition of program theory arises from causal relations. Bickman
(1987), for example, defined program theory as “a plausible and sensible model of
how a program is supposed to work” (p. 5). Weiss (1995) used the term “theory of
change” as a way to describe the set of assumptions that explains both the mini-
steps that lead to the long-term goal and the connections between program activi-
ties and outcomes that occur at each step of the way. A broader definition of
program theory subsuming the existing definitions was given by Chen (1990), who
described program theory as “a specification of what must be done to achieve the
desirable goals, what other important impacts may also be anticipated, and how
these goals and impacts would be generated” (p. 43).

In elaborating his 1990 definition of program theory, Chen (2005) argued
that the design and implementation of an intervention program are usually
based on a set of explicit or implicit assumptions by stakeholders about what
action is required to solve a social problem and why the problem will respond
to this action. An analysis of the explicit and implicit assumptions underlying
a program is essential for evaluation. Chen’s definition of program theory sug-
gests its simultaneously prescriptive and descriptive nature, a status requiring
program theory to be action oriented. Thus, program theory goes beyond typi-
cal scientific theories—those from the social and behavioral sciences, for
instance—that focus solely on providing causal explanations of phenomena.
Program theory can be viewed, then, as a configuration of the prescriptive and
descriptive assumptions held by stakeholders and thus underlying the programs
stakeholders create.

Program theory has different versions. This chapter will introduce a com-
prehensive version of program theory, called the action model/change model
schema, that operationalize Chen’s (1990, 2005) definitions of program the-
ory for practical application. Here the author seeks to explain, for evaluation
practitioners, the action model/change model schema in user-friendly terms.
Understanding this schema should allow practitioners to use it effectively in
evaluation. Knowledge of the schema will also elucidate the how-to of apply-
ing the various approaches and methods for assessing program planning,
implementation, and effectiveness discussed throughout the rest of the book.

THE ACTION MODEL/CHANGE MODEL SCHEMA

The action model/change model schema is defined as a systematic configura-
tion of stakeholders’ prescriptive and descriptive assumptions underlying
programs, whether they are explicit or implicit. Descriptive assumptions,
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articulated in a change model, deal with what causal processes are expected
to happen to attain program goals. Prescriptive assumptions, articulated in an
action model, deal with what actions must be taken to produce desirable
changes.

Descriptive Assumptions

Within the action model/change model framework, descriptive assump-
tions concern the causal processes underlying the social problem a program
is trying to address. As an illustration, consider an intervention program for
spouse abusers. According to program designers’ descriptive assumptions,
spouse abuse typically results, at least in part, from the abuser’s lack of skill
in dealing with anger or frustration and lack of knowledge of the law’s
stance on domestic violence. In light of these descriptive assumptions, the
treatment program might be designed to employ counseling to develop
anger management skills. It might also stress the legal consequences of com-
mitting domestic violence. The causal process underlying this treatment
program’s effectiveness, then, would be the instillation of a fear of conse-
quences to encourage practice of the skills taught, which is then expected to
reduce the abuse.

Assumptions about the causal processes through which an intervention or a
treatment is supposed to work are crucial for any program, because its effec-
tiveness depends on their truthfulness. If invalid assumptions dictate the strate-
gies of a program, it is unlikely to succeed. For example, if the major motive of
spouse abuse is actually belief in the patriarchal structure of families, rather
than uncontrolled anger or ignorance of consequences, then an emphasis on
anger management is unwarranted. The set of descriptive assumptions made
about causal processes underlying intervention and its outcomes constitutes the
causative theory (Chen, 1990) of programs. Outside the field of program
evaluation, however, this phrase may not communicate well—and remember
that stakeholders come from other fields. The set of descriptive assumptions
can also be termed the change model for purposes of effective communication,
and throughout this book, change model is substituted for causative theory or
descriptive theory. The change model is emphasized in much of the theory-
driven or theory-based evaluation literature (e.g., Donaldson, 2007; Weiss,
1998). As will be discussed in Chapters 4 and 5, the change model concept is
very useful for providing a foundation from which stakeholders can develop a
sound program plan.
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Prescriptive Assumptions

Prescriptive assumptions are equally significant, according to program theory,
in an intervention program. The prescriptive assumptions of program theory pre-
scribe those components and activities that the program designers and other key
stakeholders see as necessary to a program’s success. Program designers’ prescrip-
tive assumptions thus direct the design of any intervention program. They deter-
mine the means of implementing and supporting the intervention so that the
processes described in the change model can occur. Because prescriptive assump-
tions dictate which implemented components and activities will be required to
activate the change model, they are collectively referred to as the normative the-
ory, or prescriptive theory, of programs (Chen, 1990). But again, stakeholders
(and evaluation practitioners, too) may appreciate the directness of an alternative
term, action model, which is used in the remainder of this book. As will be dis-
cussed in Chapters 4 and 5, the action model concept is very useful for facilitating
stakeholders in articulating the action aspect of their program plan.

Program evaluators look to the action model for the requisites of a program,
as well as for the feasibility of these requisites in the field. In the action model
are found the bases for answering questions such as the following: What are the
crucial elements of the intervention? What kind of organization is needed to
deliver the services? Who is best qualified to deliver them? How will implement-
ers be trained? What is the target group? How will the target group be reached?

Again, as an example, take the spouse abuse treatment program. Suppose its
designers decide that the target group should be abusers convicted by a court;
this decision is based on an assumption that most spouse abusers end up in
court and that the court will agree to use the treatment program as part of an
abuser’s sentence. The arrangement would certainly guarantee the program a
steady source of clients. It would also necessitate establishment of an adminis-
trative linkage between the court and the program’s implementing organiza-
tion, based on an assumption that clear channels of communication will keep
the court apprised of any client’s failure to attend treatment. Suppose the pro-
gram designers choose group counseling, headed by a trained and experienced
professional facilitator, as the treatment for the abusers. This decision could
stem from the program directors’ favorable experiences with group therapy in
other situations. Perhaps the designers decide that group counseling should be
provided weekly for 10 weeks because they believe that 10 counseling sessions
is a sufficient “dose” for most people. From these assumptions comes the need
for the program to hire two professional counselors who are available for 10
consecutive weeks.
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The action model deals with nuts-and-bolts issues, which are not a major
topic in most modern social science theory, perhaps due to the social sciences’
emphasis on developing generalizable propositions, statements, and laws.
Indeed, contemporary social science theory tends to trivialize “how-to” program
issues. Plus, the action model has no proposition-like format resembling that
defined by and familiar to modern social scientists. However, it is interesting to
note that many classic social science texts discuss both descriptive and prescrip-
tive theories. Both Max Weber (1925/1947) and Emile Durkheim (1893/2014)
intensively discussed not just explanations of organizational and societal phe-
nomena but also steps for improving organizations and societies.

The action model translates the abstract ideas that theoretically justify a
program into the systematic plan necessary to organize its day-to-day activities.
Implementation of the action model puts a program in motion. And just as with
the change model, if the action model is based on invalid assumptions and is
thus poorly constructed or unrealistic, the program is not likely to succeed.
Another example shows how important an accurate action model is to a pro-
gram. The government of a developing country found that many farmers could
not afford to buy fertilizer or modern equipment to increase productivity. It set
up low-interest loans for the farmers. Designers of this financial program pos-
tulated a particular change model: Lack of access to capital limits farmers’
ability to improve productivity, and farmers would apply for low-interest loans,
if they were available, to buy machinery and fertilizer to boost their land’s
productivity and their earnings. The designers’ programmatic model stipulated
use of the government’s own banks to process applications and conduct subse-
quent transactions. The underlying assumption was that, as part of the govern-
ment system, these banks would require simply an administrative order to
diligently and responsibly implement the program; in addition, operational
costs would be much less than if commercial banks became involved.

A couple of years after the program had been launched, few farmers had
received loans and benefited from the program. Why? Because certain assump-
tions of the action model were wrong. Local staff of the government bank did
not see the new program as all in a day’s work. To them, the program meant
another burden in addition to their already heavy workload, with no increase
in rewards. Consequently, the staff members’ implementation of the program
was not what decision makers had assumed it would be. Not only were they
unenthusiastic about the program, but they also pulled up older rules and
regulations to actively discourage farmers from applying for, or to disqualify
them from receiving, the loans. This maintained their accustomed workload—
and made the new program fail.
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Figure 3.5 Conceptual Framework of the Action Model/Change Model Schema
(Basic Form)
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The action model/change model schema is illustrated in Figure 3.5. In the
rest of this chapter, Chen’s (1990) initial conceptual framework of program
theory is broadened and altered, the form of the action model/change model

schema, to increase its relevance within evaluation practice.

The components of a change model are its goals and outcomes, its determi-
nants, and the interventions or treatments it is to implement. These change

model components and their interrelationships are introduced here.
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Goals and Outcomes

Goals reflect the desire to fulfill unmet needs, such as may occur with poor
health, inadequate education, or poverty. Program goals are established in light
of certain major assumptions, such as their likelihood of being well understood
and supported by staff and other stakeholders; their power to motivate commit-
ment of resources and effort; and/or their accurate reflection of stakeholders’
aims in valid, measurable outcomes. A program’s existence is justified through
the meeting of its goals, which are usually articulated in very general, highly
laudatory language in an effort to win broad support for the program. In con-
trast, outcomes are the concrete, measurable aspects of these goals. For example,
one goal of welfare reform is to reduce dependency on welfare. An outcome
linked to this goal might be increased numbers of welfare recipients obtaining
jobs, alleviating their need for government support. “Reducing dependency on
welfare” is a notion with many ramifications; it is imprecise. But the outcome
“obtaining jobs” gives specific meaning to the program’s orientation.

Outcomes themselves may have components, and some outcomes may have
both short-term and long-term manifestations. For example, in an HIV preven-
tion program, the outcome over the short term may be increased use of con-
doms by a high-risk population. The outcome of the same program in the long
term may be a lower number of HIV transmissions. Furthermore, a program’s
outcomes may include intended and unintended developments. If program
stakeholders and evaluators suspect that unintended outcomes (whether desir-
able or undesirable) will occur, then the evaluation should include an identifica-
tion of all unintended outcomes.

Determinants

To reach goals, programs require a focus, which will clarify the lines their design
should follow. More specifically, each program must identify a leverage mechanism
or cause of a problem, which will provide the basis of the treatment or intervention
developed to meet a need. The assumption is that, once the program activates the
identified leverage mechanism, or alleviation of the cause of a problem, its goals
will soon be achieved. That leverage mechanism is variously called the mediating
variable, the intervening variable, or the determinant, and in this book, the last
term is used. Formal theories, developed in every discipline, provide a rich source
of determinants for designing a change model. For example, in the field of health
promotion, formal theories suggest a variety of determinants that program design-
ers and key stakeholders can deploy in a program (Bartholomew, Parcel, Kok, &
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Gottlieb, 2001). For example, the health belief model (e.g., Strecher & Rosenstock,
1997) outlines these determinants influencing an individual’s course of action (or
inaction) for a health problem: perceived susceptibility to the problem, perceived
seriousness of the problem’s consequences, perceived benefits of a specific action,
and perceived barriers to taking action. Similarly, social learning theory (Bandura,
1977) cites self-efficacy—or the conviction that one can, in fact, carry out the
behavior that elicits the outcome—as the most critical determinant of behavioral
change. The PRECEDE-PROCEED model (Green & Kreuter, 1991) identifies pre-
disposing factors, reinforcing factors, and enabling factors as important determi-
nants for health behavior change. The determinants identified by scientific theories
are intensively studied and applied in scientific research.

Of course, not many programs designed and conducted by stakeholders are
intended to strictly conform to formal theories developed from the academia.
Naturally, what is identified as the determinant often relates to the program
designers’ understanding of what causes the problem they want to alleviate and
on which exact cause or causes they want a program to focus. This understand-
ing is called stakebolder theory. There have been program designers, for
example, who believed that urban school students’ poor test performance
stemmed from a lack of parental involvement, making parents the appropriate
focus for programs meant to improve scores. These program designers saw in
parental involvement the determinant to help students perform better; for
them, it followed that, if the program activated parental involvement, student
scores would improve. With a determinant identified, they could move on to
figuring out how parents could be trained and motivated to help children study.
Again, a program’s identified determinant will provide its focus.

Social problems often have roots in multiple causes, but an intervention
program usually focuses on one, or perhaps a few, determinants that program
designers see as the major cause of the problem—or the most feasible to
address or the one best suited to their expertise. It would be difficult for a pro-
gram to deal simultaneously with all potential determinants, given typical
constraints on resources and time. The unmanageability of multiple determi-
nants aside, it remains important to specify clearly on what determinant a
program has selected to focus and to justify that selection. Consider the case of
juvenile delinquency in a community. High rates of such delinquency may be
the result of peer pressure, failure in school, a lack of positive role models, a
lack of discipline, a subculture of violence, or a dearth of economic opportu-
nity. A program to lower rates of juvenile delinquency must state plainly, to
stakeholders and the community, the cause or causes it assumes to be most
relevant and the determinant or determinants upon which it will focus.
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Intervention or Treatment

Intervention or treatment comprises any activity or activities of a program
that aim directly at changing a determinant. Intervention/treatment is, in
other words, the agent of change within the program. The vital assumption
made in the intervention/treatment domain is that by implementing certain
activities, the program changes the determinant and ultimately reaches its
goals. For example, a treatment program for juvenile delinquency chooses to
focus on a community’s lack of accessible positive role models for youth. The
intervention or treatment provided by the program is to team each youth
with a volunteer, an accomplished professional or businessperson from the
area, who will serve as a role model. Volunteers are expected to spend 2 hours
each week with the participant, providing guidance and encouragement
related to school, home, and neighborhood. Once a month, the pair is asked
to attend a community event or visit with a private or public organization. As
the pair’s relationship deepens, the program designers assume, the status of
the volunteer and his or her personal interest in the youth will motivate the
youth to identify with the volunteer and emulate his or her agenda of produc-
tive and beneficent activities. This will lower the odds of future involvement
in delinquency.

In many cases, an intervention or treatment has a number of elements. For
example, alcohol abuse treatment is likely to include detoxification, individual
and group counseling, and family therapy. Some intervention programs, on the
other hand, can attain program goals without mediating by a determinant.
Food relief programs in a disaster or warring region are a good example. A
food relief program is regarded as successful as long as food is distributed to
and consumed by refugees, even though the cause of their hunger, such as dis-
placement of farmers from agricultural land or disrupted supply routes and
markets, is not addressed. However, the great majority of intervention pro-
grams aim at changing knowledge, beliefs, behaviors, and/or skills. These kinds
of programs usually require the intervention to change some determinants in
order to affect goals or outcomes.

The terms intervention and treatment have been used interchangeably in
the program evaluation literature. However, for health-related programs, at
least, there is a subtle difference between the two concepts. In health-related
programs, treatment is equal to caring for and, ideally, curing people who
currently have some illness. Intervention more often refers to an effort to
alleviate an existing problem, to ward off a potential problem, or to improve
some aspect of quality of life. An intervention might sometimes comprise
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treatment. The evaluation principles and strategies discussed in this book can
be applied to either treatment or intervention programs. For simplicity’s sake,
in the remainder of the book, the term intervention will be used, covering
both meanings.

COMPONENTS OF THE ACTION MODEL

An action model is a systematic plan for arranging staff, resources, settings, and
support organizations in order to reach a target population and deliver interven-
tion services. This programmatic model specifies the major activities a program
needs to carry out: ensuring that the program’s environment is supportive (or at
least not hostile), recruiting and enrolling appropriate target group members to
receive the intervention, hiring and training program staff, structuring modes of
service delivery, designing an organization to coordinate efforts, and so on. It is
vital to recognize that the impact made by a program’s change model results
jointly from the intervention’s effect and the particulars of the program’s imple-
mentation. The success of a job-training program, for example, is determined not
entirely by its curriculum but also by the quality of its teachers, the motivation
and attitude of its participants, the job search strategies employed, and the vigor
of the local economy. The following discussion touches on all major elements—
that is, the complete form—of the action model; it provides an exhaustive list,
which may be much more than the evaluator requires in actual practice. (A rule
of thumb is that large-scale programs may need all six elements, whereas small-
scale programs may be just as effective with only a few of them.) Nevertheless,
familiarity with the complete action model enables the evaluation practitioner to
discuss more than one version of program theory. Access to the complete action
model also helps in determining which components are important in a given set
of circumstances and in understanding how to simplify or otherwise modify the
model to fit particular evaluation needs. The elements of the action model are the
implementing organizations, program implementers, associate organizations/
community partners, context/environment, target population, and intervention
and service delivery protocols. From this list of elements, program evaluators can
draw ideas about areas of potential focus within evaluations they are designing.

Intervention and Service Delivery Protocols

The change model for a program reflects general and abstract ideas about inter-
vention that must be translated into the set of concrete, organized, implementable
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activities constituting its programmatic model. Basically, there are two require-
ments for this translation: an intervention protocol and a service delivery protocol.
The intervention protocol is a curriculum or prospectus stating the exact nature,
content, and activities of an intervention—in other words, the details of its orient-
ing perspective and its operating procedures. To begin to ascertain the intervention
protocol of a family-counseling program, for example, answers to the following
general questions are needed: What is the nature of the counseling? What is the
content of the counseling? What is the schedule for the counseling? Specific
answers to these might be generated by asking questions such as the following: Is
the counseling based on behavior therapy? On reality therapy? On another kind of
therapy? Will counselors proceed by following standardized documents? How
many counseling sessions are planned, and how long will each last?

In contrast, the service delivery protocol refers to the particular steps to be
taken in order to deliver the intervention in the field. The service delivery pro-
tocol has four concerns: client-processing procedures, or how clients move from
intake to screening to assessment to service delivery; division of labor in service
delivery, or who is responsible for doing what; settings, which may be formal
(e.g., at a program’s office) and/or informal (e.g., in a client’s home); and com-
munication channels (face-to-face, telephone, email, website, etc.). As an exam-
ple, the service delivery protocol of a program addressing child abuse would
provide answers to the following questions: Where will counseling take place—
in a counselor’s office or in clients’ homes? Will each parent be counseled sepa-
rately, or will they meet with the counselor together? At what point, if any, will
child and parents be counseled together? In general, one place to look for the
level of quality of a program is in its establishment (or lack of establishment) of
an appropriate intervention protocol and service delivery protocol.

Implementing Organizations: Assess,
Enhance, and Ensure Their Capabilities

A program relies on an organization or organizations to allocate resources;
coordinate activities; and recruit, train, and supervise implementers and other
staff. How well a program is implemented may be related to how well the
organization is structured. Initially, it is important to ensure that the imple-
menting organization has the capacity to implement the program, and strate-
gies exist that can be helpful in determining this. For example, if a funding
agency gets to choose the implementing organization from among several
qualified candidates, that agency may be well equipped to determine which
organization is most capable of implementing the program. In reality, however,
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such a pool of capable organizations may be missing. This is especially true for
community-based organizations. Usually, an implementing organization’s
capacity to conduct the program must be built up. Capacity building involves
activities such as training, transferring technology, and providing—financially
and otherwise—for the hiring of experts or consultants to help plan and con-
duct the implementation.

Program Implementers: Recruit, Train, and
Maintain Both Competency and Commitment

Program implementers are the people responsible for delivering services to
clients; they include counselors, case managers, outreach workers, schoolteach-
ers, health experts, and social workers. The implementers’ qualifications and
competency, commitment, enthusiasm, and other attributes can directly affect
the quality of service delivery and the intervention itself. Thus the effectiveness
of the program in large part depends on them. Under the action model, it is
important for a program to have a plan for ensuring competency and commit-
ment among program implementers, using strategies such as training, commu-
nication, and performance monitoring/feedback.

Associate Organizations/Community
Partners: Establish Collaborations

Programs often may benefit from, or even require, cooperation or collabora-
tion between their implementing organizations and other organizations. If link-
age or partnership with these useful groups is not properly established,
implementation of such programs may be hindered. In the example of the
spouse abuse treatment program introduced above, program implementers
need to work closely with the court to develop the procedures that will ensure
convicted abusers participate in treatment as part of their sentences. This pro-
gram would meet with serious difficulty if it lacked a working relationship with
the court or failed to win the support of judges. Under the action model, it is
important to create feasible strategies for establishing and fostering relation-
ships with associate organizations and community partners. As will be detailed
in Chapter 35, this element is most important when an evaluator is asked to take
a holistic approach to help program designers and other stakeholders plan and
develop a program.
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Ecological Context: Seek the Support of the Environment

Ecological context is the portion of the environment that directly interacts
with the program. Some programs have a special need for contextual support,
meaning the involvement of a supportive environment in the program’s work.
(Indeed, most programs can be facilitated to a degree by an environment that
supports the intervention processes.) A program to rehabilitate at-risk juve-
niles, for instance, is more likely to work when it obtains the support and
participation of juveniles’ families and friends. Both micro-level contextual
support and macro-level contextual support can be crucial to a program’s
success.

Micro-level contextual support comprises social, psychological, and material
supports that clients need in order to allow their continued participation in
intervention programs. For example, under current welfare reform laws, in
order to receive benefits, mothers must attend job training or find work. But
these reforms present two immediate problems: Is transportation available to
get the women to the workplace? And who will care for the children while they
work? A welfare-to-work program is hardly manageable without tackling these
issues. Furthermore, clients may be more likely to participate seriously in pro-
grams when they receive encouragement and support from their immediate
social units (typically family, peer group, and neighborhood). When program
designers or implementers realize that micro-level contextual support could play
an important role in an intervention, it is up to them to try to build this support
into a program’s structure. For example, designers of an alcohol abuse program
might organize a support group for clients that includes family members and
peers who encourage and support them during and/or after intervention.

In addition to micro-level contextual support, program designers should
consider the macro-level context of a program, that is, its community norms,
cultures, and political and economic processes. These, too, have the ability to
facilitate a program’s success. A residential program for the mentally ill can
anticipate real difficulties if the local community has a generally hostile attitude
toward its clients. But if an adequate campaign for community support of such
patients is one component of the residential program’s implementation, these
difficulties may be alleviated. In any case in which stakeholders believe macro-
level contextual support to be crucial to their program’s success, generating this
support should be included as an element of their program.

Ensuring the capability of implementing organizations, establishing collabo-
ration with associate organizations, and winning contextual support requires
great effort. Finding resources to support such an effort can be a challenge.
There is a worthwhile payoff, however. If a program does succeed in these
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activities, it is considered an ecological, or multilevel, intervention program: It
is a program with goals not just for individual clients but also for the surround-
ing community. Ecological programs may be likelier to attain their goals than
are programs concentrating simply on client issues. This element signals a need
to take a holistic approach to conduct program evaluation.

Target Population: Identify, Recruit, Screen, Serve

The target population is the group of people whom the program is intended
to serve. Three assumptions that often figure in evaluation are the presence of
validly established eligibility criteria, the feasibility of reaching eligible people
and effectively serving them, and the willingness of potential clients to become
committed to or cooperative with (or at least agreeable to joining) the program.
Faced with resource constraints, a program usually cannot provide services to
everyone in a target population. Therefore, it needs a clear and concrete bound-
ary for eligibility. Criteria must also be established for determining which
populations the program will recruit. For example, the target population of one
Head Start program is preschool children from disadvantaged families residing
in a particular community. Similarly, an HIV prevention program in one com-
munity chooses to serve addicts who inject drugs rather than trying to target
the entire high-risk population. A program is usually regarded as ineffective if
it finds itself serving the wrong population or failing to reach enough members
of the right population. A nursing care program intended to serve low-income
elderly people, for example, has failed if its services benefit many comparatively
well-to-do people. Similarly, a job-training program that is well funded and
well run will have failed if it produces only a handful of “graduates.”

Whether or not clients are prepared to accept the intervention also can affect
program outcomes. Especially for labor-intensive types of programs, client
screening and assessment are vital. A labor-intensive program must be certain of
its clients’ readiness for intervention, client readiness being the extent to which
an individual’s mental and physical state permits his or her acceptance of an
intervention. If clients are not mentally and physically ready for the intervention,
it is unlikely to work. Mental readiness of a client is the degree of his or her
willingness to recognize a problem or deficiency, or the degree of motivation to
accept an intervention. For example, a person who insists his or her alcohol use
is not a problem will probably not succeed in an alcohol-abuse counseling pro-
gram. Clients also exhibit varying degrees of physical readiness for interventions.
Health status affects delivery of some interventions. For example, counseling
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clients about HIV prevention can be difficult when they suffer from severe men-
tal health problems or have no food or shelter. Thus, information from assess-
ment can suggest whether a client needs services in addition to the central
intervention. For example, when assessment reveals the need, program staff can
refer clients for housing assistance, mental health care, education, employment,
or other social services. Similarly, a client still under the influence of alcohol is no
more physically ready than mentally ready for intervention. Trying to deliver
alcohol counseling services is futile until the client has completed a detox pro-
gram; alcohol abuse intervention starts once the client is sober.

RELATIONSHIPS AMONG COMPONENTS OF
THE ACTION MODEL/CHANGE MODEL SCHEMA

It is important to understand relationships among program components. In
general, program components need to be organized or connected in a meaning-
ful way in order to achieve the intervention’s goals. Figure 3.5 shows how an
action model is implemented so that a change model can activate the causal
process. The double-banded arrows between components within the action
model represent a sequential order between these two components, such that the
completion of one component provides the basis for completing the next one.
For example, in the figure, the arrow from “implementing organizations” to
“implementers” indicates that a capable implementing organization usually
must be in place so that implementers can be adequately recruited and trained.
With a spouse abuse intervention program—or virtually any program—this
means that there must be an organization responsible for implementing the
program before counselors or clients can be recruited. In other words, the rela-
tionships among components of the action model represent a kind of “task
order” relationship: Some components must be in place and complete before
others can be brought on line. The only exception is the two-way arrow between
implementing organizations and associate organizations/community partners.
The bidirectional arrow means that very often, the associate organizations and
community partners collaborate with the implementing organizations in plan-
ning program activities; thus, they begin their involvement at the same time.
On the other hand, the solid arrows within the change model in Figure 3.5
depict causal relationships. Here, changing one element creates change in the
other(s). A solid arrow leading from intervention to determinants represents
the model’s assumption of a causal relationship between the two. In the spouse
abuse program, the model assumes that group counseling has the power to give
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abusers anger management skills and to teach them about the criminal punish-
ments for spouse abuse.

The schema should make clear that the action model must be implemented
appropriately in order to activate the transformation process in the change
model. For a program to be effective, its action model must be sound and its
change model plausible; its implementation is then also likely to be effective.
For example, for an HIV prevention outreach program to succeed, it needs to
coordinate activities, reach the target group, and provide the group with ade-
quate exposure to the prevention message; it must also determine which
activities will strengthen the target group’s knowledge of risk prevention, which
should manifest itself in decreased high-risk sexual behavior. This conceptual
framework of program theory should be useful to evaluators charged with
designing an evaluation that produces accurate information about the dynam-
ics leading to program success or program failure.

If evaluators and stakeholders want mainly to highlight the relationships
among the components of program theory, Figure 3.5 is sufficient. However,
Figure 3.5 does not address the relationships among program, environment,
and feedback discussed in Chapter 1. For evaluators and stakeholders inter-
ested in elaborating these relationships, a comprehensive diagram, such as
Figure 3.6, is necessary.

In Figure 3.6, the large square around the program represents its boundary.
Everything within the large square is part of the program. All that is outside the
square is “environment,” which provides the program with necessary resources
and support (in other words, its inputs) or, perhaps, works against implementation
of the program. Figure 3.6 shows that, generally, a program starts with the acqui-
sition of resources from the environment and the development of an action model.
Fueled by the acquired resources, the action model can be implemented in order
to activate the change model by way of the program implementation. It is the
operation of the change model that leads to the attainment of program goals. A
solid arrow joining an action model to a change model indicates that, strictly
speaking, whatever effect the program has on the outcomes is not due solely to
the implementation of an intervention but rather to a joint effect of the interven-
tion’s implementation and the implementation of other factors in the action
model. Evaluation feedback is represented by dotted arrows. The evaluation feed-
back comprises information about how the action model was implemented in the
field, such as whether the program reached the intended target population.

Similarly, the dotted arrow from the implementation to the action model
indicates that evaluation feedback from the implementation can be used to
improve the planning or the development of the action model. The dotted arrow
from the change model to the implementation and action model indicates that
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Figure 3.6 The Action Model/Change Model Schema (Comprehensive Form)
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information from the causal process of the change model can be used to improve
or modify the implementation process or the planning of the action model.
Some of the dotted lines in Figure 3.6 lie entirely inside the program boundary,
while others extend outside it. These comprise two sets of evaluation feedback
loops: internal and external. Internal and external feedback accommodate dis-
tinct audiences and purposes. Therefore, the evaluation approaches and strategies
used with respect to the various evaluation feedback loops can be quite dissimi-
lar. The evaluation feedback loops contained within the program boundary, the
internal feedback loops, provide feedback for an internal audience of program
implementers, administrators, and others who deal with programmatic concerns
and service delivery matters on a daily basis. This audience wants from the pro-
gram evaluator timely information on whether a program is operating smoothly
in the expected manner. If there are difficulties, the 